Vol.3 No.3 2019

International Jourmal of

ISSN: 2581-3242

International Journal of
Machine Learning

and Networked
Collaborative Engineering

Vol.3 No.3 2019

Machine Learning and Networked Collaborative Engineering



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242, VVol.3 No. 3

The International Journal of Machine Learning and Networked Collaborative
Engineering (IIMLNCE) with ISSN: 2581-3242 is now indexed in popular databases such
as BASE (Bielefeld Academic Search Engine), CNKI Scholar, CrossRef, CiteFactor,
Dimensions, DRJI, Google Scholar, Index Copernicus, Journa TOCs, J-Gate, Microsoft
Academic, PKP-Index, Portico, ROAD, Scilit, Semantic Scholar, Socolar or WorldCat-
OCLC. We are now proud to present the ninth volume of the journal, Volume No-03 Issue
No-03, with some high-quality papers written by international authors and covering
different aspects related to machine learning and collaborative engineering.

Phan Trong-Thanh and Doan Van Thang published a work entitles “Joint Spatial
Geometric and Max-margin Classifier Constraints for Facial Expression Recognition
Using Nonnegative Matrix Factorization”. In this paper, they have presented the
constrained NMF approach for problem the facial expression recognition. The proposed
MNMF_SGR performs well in facial expression recognition task and its effectiveness has
been proven in their model. To summarize, with many constraints allows them to build
models effectively and specificaly on high dimensional, sparse and noisy datasets. For
their future work, more sophisticated and efficient way to tune kernel functions will be
explored. They also plan to apply the proposed method to problems in other fields, such as
bioinformatics and computer vision. Studying the convergence rate for MNMF_SGR and

increasing the efficiency, they should be all in consideration.

Praneet Amul Akash Cherukuri published his article “Recommender System for
Educational & Corporate Sector In Prediction of Domain Recommendations & Analysis
using Machine Learning”. In this manuscript he suggest that his model has a huge impact
on the educational institutions and the corporate sector of today's highly competitive

world. The model proposes a simple and cross-sector solution to both the corporate and
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educational sectors that could result in the huge increase of employability solving the
problem of wrong decision making of job aspirants as well as mistakes made by the
organization whereby suffering losses from those decisions. Hence it could benefit every
academician in evaluating his’her students as well as their academic performance in a
more sophisticated and a single independent platform that has analysis related to current
world trends and scenarios. The model has a vast scope of improvement as well as can
provide great accuracy with positive resultsin the future.

Akshansh Mishra published his article “Understanding Machine Learning for Friction Stir
Welding Technology”. In this manuscript, he suggest that there is a loss of time and
materials if the optimization of the Friction Stir Welding parameters is done through
experimental studies which further leads to increase in the cost of the experiment. Machine
Learning approach like Artificial Neural Network and image processing overcome these
issues. So, it can be concluded that the mechanical and microstructure properties can be
predicted and also the defects formation can also be observed by the implementation of
various Machine Learning tools in the Friction Stir Welding process.

Anoop et al. published a work entitled “Study of Energy Efficient Algorithms for Cloud
Computing based on Virtual Machine Migration Techniques”. This survey outlined some
of the very recent approaches in knowledge graph-based recommendation systems. As
knowledge graph is one of the effective representation mechanisms for knowledge that has
been unearthed from unstructured text, it got wider acceptance among research
communities. A knowledge graph represents entities and relationships as nodes and edges
respectively and alarge number of meaning-aware applications and algorithms can operate
on this graph. One such application is recommendation systems that suggest a user with
items based on their previous interactions with the system. Knowledge graph based
recommendation systems became very popular recently primarily due to its ability to
supply side information for augmenting data and thus enhancing the quality of
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recommendations. This paper discusses some of the very prominent approaches reported
very recently in the recommendation literature. Some interesting research dimensions are
also discussed towards the end of this paper. This survey will be useful for the researchers
and practitioners who wish to work on entity knowledge graphs based recommendation

systems.

Finally Amrit Kaur Saggu and Shivani Agarwal published a work entitled “Performance
Evauation of LAR protocol using real dataset on Highway and City Scenario” In this
work they have evaluated the performance of Location Aided Routing protocol (LAR) for
Vehicular Ad-hoc Networks (VANETS) in terms of throughput, packet delivery ratio and
routing overhead. They have considered two scenarios namely highway and city scenario.
For highway they have taken Delhi highway data from OSM map and for city scenario
taken real traces of Bologna Ringway dataset. For each of these scenarios the performance
is evaluated by considering variation in terms of number of vehicles and simulation time.
They observe that with the increase in simulation time the throughput increases for both
highway and city scenario. The packet delivery ratio and overhead tend to decrease with

increase in simulation time.
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peer-reviewed, international journal, focuses on publishing authentic and unpublished
quality research papers in the emerging field of Machine Learning and Collaborative

Engineering.

Thisisascientific journal aimsto promote highly qualitative and innovative research
works, not limited to but focuses on the area of machine learning, collaborative
engineering, and allied areas. We publish only origina research articles, review articles,
and technical notes.

The journal is registered with CrossRef 10.30991/IIMLNCE. Each accepted
manuscript shall be assigned a uniquedigital object identifier for identification. The
abbreviated key title for our journal allocated by ISSN is Int. j. mach. learn.
Networ kedcollab.eng.

The journal appearsin popular indexes like BASE (Bielefeld Academic Search
Engine), CNKI Scholar, CrossRef, CiteFactor, Dimensions, DRJI, Google Scholar, Index
Copernicus, J-Gate, PKP-Index, Portico , ROAD, Scilit, Semantic Scholar, Socolar,
WorldCat. Our journals manuscripts can also be found in the directory of ReserachGate&
Kudos.

In this present technological era, the areas like machine intelligence, machine learning,
and its associated domains are one of the most popular and demanding choices for the

researchers as well as the industry personnel.

In last few years, numerous uses of machine learning and its related domain, has
drawn ample attention of the people, that has generated a large number of applications in

this field, making machine learning and collaborative engineering highly admired one.

Machine intelligence or machine learning is not a new concept. In terms of Artificial
Intelligence, we were familiar with several aspects of the field, but nowadays with the
introduction of machine learning, the use of this has been highly evolving, especialy for

improving the lifestyle of the human being.
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Abstract

ased on the constrained non-negative matrix factor algorithm, the article Keywords

presents a new approach to facia recognition recognition. Our proposed  facial expressions;

method incorporated two tasks in an automatic expression analysis
system: facial feature extraction and classification into expressions. To obtain
local and geometric structure information in the data as much as possible, we  nonnegative matrix
amalgamate max-margin relegation into the constrained NMF optimization, factorization;
resulting in a multiplicative updating algorithm is additionally proposed for
solving optimization quandary. Experimental results on JAFFE dataset
demonstrate that the effectiveness of the proposed method with improved spatial constraints
performances over the conventional dimension reduction methods.

classification;

graph regularization;

1. Introduction

Facial expression recognition (FER) is increased the attention from
psychologist’s anthropologists, and computer scientists [1, 2, 3]. The computer
researchers attempt to create complicated human-computer interfaces which are able to recognize
automatically and classify human expressions or emotions. Fasel et al. [1] has defined facial features that
will deform over time and the compression of facial muscles will give skin texture. Research has also shown
that the general changes of muscle activity occur quickly and usually only a few seconds. The study also
provides for the fact that emotions are the only source of facial expressions in addition to other things such
as verbal and nonverbal correspondence, or physiological activities.

Usualy facial expressions and emotions are different (and the terms are commonly not correctly
exchanged), for PC vision group, the expression " facial expression recognition” frequently refers to the
characterization of facial components in one of the six alleged essential feelings. sadness, disgust, happiness,
surprise, fear and anger, as presented by Ekman in 1971 [2]. The endeavor of an elucidation depends on the
suspicion which the appearances of feelings are widespread crosswise over people and also human ethnics
and societies.
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Figure 1. Six universal emotions

An automatic expression analysis system has two tasks that are compulsory [4]: facia feature
extraction and relegation into expressions. There are generally two kinds of methods in facial feature
extraction: appearance-predicated and geometric feature-predicated methods. After focalizing the face, the
exhibited countenance has to be extracted as much information as possible. In visage apperception, most
automatic expression analysis systems endeavor to apperceive a diminutive set of prototypic expressions (i.e.
fear, anger, joy, surprise, sadness, and disgust).

Table 1. Universal emotion identification

Universal emotion identification

Emotion Definition M otion of facial part

Anger Anger shows the emotion | Pulling down eyebrows, ocular
which is the most dangerous, it | perceiver opening, teeth shutting and
could be very harmful, this lips tightened, upper and lower lids
emotion should be tried to pulling up.
avoid by human.

Fear Fear is also the emotion of = Outer eyebrow going down, inner
danger. It may lead to physical | eyebrow going up, mouth opening and
or psychological harms. jaw dropping.

Happiness | Happiness is most desired | Eyes opening, mouth edging up, mouth
expression by human. opening, lip corner pulling up, cheeks

raising up and wrinkles around eyes.

Sadness Sadness is opposite emotion of | External eyebrow going down, interna
Happiness. corner of eyebrows raising up, mouth

edge going down, eye shutting, lip
corner pulling down.

Surprise This emotion comes when Eyebrows going up, eye and mouth
unexpected things happens. opening, jaw dropping down.

Disgust Disgust is a feeling of dislike | Lip corner depressor, nose wrinkle,
such as taste, smell, sound or | lower lip depressor, Eyebrows pulling
tough. down

2. Facial expression recognition
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2.1. Feature Extraction Using Nonnegative Matrix Factorization

In this section, we describe the most important step in afacial expression recognition system which is
feature extraction step that it can be analyzed in terms of facial action occurrence after the face has been
located in the image or video frames. Over the last several decenniums, massive endeavor has been made
and exceptional. Immense endeavor has been made over the past several years and consequentia results have
been successful finished in FER. A main step in FER isto engender or abstract features of verbalization from
the pristine facial images. A main step in FER is to build or abstract features of verbalization from the
pristine images of the ocular perceivers. Several wide-ranging methods of extraction of features such as the
key element analysis (PCA) [5], Eigen-face [6], Singular value decomposition (SVD) [7] Non-negative
matrix factorization (NMF) [8].

In NMF algorithm, it was described as follow:a non-negative mxn matrix has been given:
X=(XoX1,...,Xm-1) ERMmxn) is exactly the facial data will be analyzed, it’s the need of finding non-negative
matrix factor U (mxk) and matrix factor V=(kxn) such that X=UV where k is smaller than m and n.

In the original X matrix a column vector can be considered as the sum of the weights of all the vectors
in the left matrix U, but the opposite the elements of the corresponding column vector in the right matrix V
are weight coefficients. The un-negativity constraints of U and V consistent with the intuitive notion  of
combining parts to form awhole, which is how NMF learns a part-based representation.

ip FU.V) = IX-UVIi.srUuz0vzu (1)

where |I. ]l is Frobenius norm of a matrix, and the product UWTis the non-negative matrix factorization

approximation of X of rank at most &. The non-negativity constraints on Ul and ¥ enables only additive (non-
subtractive) combine of partsto build entire data.

In the utility for consciousness of facial expression, the grey values on each facial picture are non-
negative and saved as a type of matrix X=[X1,Xz, ... ,Xq], the place X; is a column vector of m dimensions,
consisting of the non-negative gray facia picture. The X matrix can be divided into the product of a non-
negative U matrix representing ssimple NMF images and a non-negative weight coefficient matrix V, NMF
decomposition renders expression pix reconstructed in a nonsubtractive manner and a great deal like the
approach of forming harmony from sections.

1 amtnre fivee magac ]

s

h

[ Td o oon ma iAo

¥

[ [istogram squabization

h J

Fealwe exiuzcuon basad oo
MMD

= ¥
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Figure 2. Basic structure of facial expression analysis system [4]

2.2. C(Classification by SVM Classifier
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The last task of the FER system is classification based on machine learning theory. The input to the
classification process is a combination of features retrieved from the face areain the earlier stage. The earlier
stage which will contain a set of features formed to describe facial expressions. Classification isin need of
supervised training, so the training set has to be made up of labeled data.

Support Vector Machines (SVM) are data classification techniques based on optimization theory and
statistical theory. In the SVM technique the initia input space will be mapped into the feature space and in
this feature space the optimal dividing hyperplane is determined. To divide multiple class, the original SVM
technique will divide the data space into two parts and the process is repeated many times. Thus, the multi-
class problem using the SVM method can completely perform like the two-class problem. Assuming the
problem needs to be classified with k classes (k> 2), the "one-against-one" strategy will proceed to
implement k (k-1) / 2 binary classifications using the SYM method. Each class will conduct separation with
the remaining k-1 class to determine the k-1 separation function based on the two-class division problem by
SVM method.

2.3. Adaptive Feature Extraction and Classification Method

There are few existed works that use constrains the aim of increasing the the discriminatory ability for
extracted features. Several variants of NMF with discriminant constraints imposed were proposed in [9, 10].
Kumar et al [11] introduced an adaptive feature extraction and classification method which propose a
method to obtain the baseline matrix by constructing a soft max-margin constraints calculation for the
objective function of NMF that maximized the classification margin using the features that are extracted
using those bases. Inspired by this, they aim at finding a set of basis vectors that maximizes the margin of an
SVM classifier.

Let [x; 7 }=;denote a set of data vectors and their corresponding labels, where x; & &™. y; = {—L1}.
To extract features based on criteria max-margin classifier we use base matrix U. To perform this problem,
we impose constraints on the features vectors derived from the matrix U. Features extracted from projections

of example data x on base vectors are stored in U (UTX) and optimizations are calculated as follows:

min_AIX —UVI; + w'w+ T,

UV W E.E;

styfwUTg +bl 21—z 200l si=L V=0

where e=(g,,...,&...€.) is variable vector, A is a scalar that controls the relative significance for the
NMF cost and C a scalar that controls the overall significance of the punishment forced for the preparation
models that are either excessively near the isolating hyper-plane or misclassified.

3. Methodology

We propose a unity of objective function for the model which archives the upper objectives by
combining the benefit of max-margin classifiers and NMF constraints together, through adding the pixel
dispersion penalty and manifold regularization into the objective function. Following, we drive a
multiplicative update rules using optimized gradient method and describe how the systems use this algorithm
to perform the classification task we expect it to do.

3.1. Max-margin Nonnegative Matrix Factorization via Spatial Constraints and
Graph Regularization

The unified objective function is constructed by jointing the data reconstruction objective function:

!‘._I.II.;!LI IX -0V -I-.l_.l;:l' Iwll3 +€ ) + 4. Tr(VLVT) + 4, Tr{UEUT) (3)

i
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stUZ0V2 0 20ylwieit+d) 21 —spi=L.n
All variables are divided into three terms. the coefficient matrix (V), the basis matrix (U) and
variables about max-margin projection (w, b, €). Where |l. |l is Frobenius norm of a matrix, and the product
UV is the non-negative matrix factorization approximation of X of rank at most &; = = {£;.....&¢...2z ] iSthe
lack variable vector, 4, and C are scalars; the regularization parameter /., = Ul controls the smoothness of the

new representation; A, = U, L < g and ¢y is a simple positive constant bound parameter; L is called graph
Laplacian, E is caled the dispersion kernel matrix.

Multiplicative Update Rules.
Update the Projection Vector and Sack Variables.

When the coefficient matrix and the basis matrix are fixed, MMNMF_MR optimization problem
changes into the standard binary soft-margin SVM classification.

hl;}lil)ill_é IwllZ + € Er e 0s.tee, = Oowlw T+ 0) 21 —epi= Lum 4

The hyper-plane parameters w, & and slack variable vector = are received by the use of SVM
classifier.

Update the Coefficient Matrix.

When other variables are fixed, optimizing the coefficient matrix is a quadratic program solution:

myiuIX — UV + A TrvLvT) (5)

stV ZUylwhs+b) 21—s,i=L.n

The Lagrangian of above objective functionis

]
LV,u,f) =TrX —UV)(X — UV} +4,7r(VLVT) — 'V —Z_ﬂli-.-l (whe +0) —1 +&]]
=

where w. ¥ are Lagrangian multipliers, specifically « is Lagrangian multipliers vector. Under the
Karush-Kuhn-Tucker (KKT) conditions, we get

20M0V — 20K + 24V —u — fyw =0
v=u0
vV —b) —1+:=0

Transform the equation into a matrix for

WY+ 2411 1% —yw v 2uTx
("5 T T,
. 0 0 g vh+1l—¢

w?

where 1 is a unit vector whose size is the same as v, 0 is the zero vector. We can derive v by solving
this equation.
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Update the Basis Matrix.

When other variables are fixed, the model is transformed to a non-negative matrix factorization:
0; = min[X —UVII: + 4, TrUEUT L s.cu =0 (6)

Because of the non-negative constraints, we use gradient descent methods to solve this problem. The
gradient of equation (6) is
v=20VVT — 2XTvT + 24 EU
Classification
To obtain the feature vectors during the implementation then input test vectors x4 Will be projected
onto the base matrix U, ff;;; = U X z5r. The feature vector is used by the max-margin classifier which

predictsthe class y;zz = sign(U” £ + ) wherew, b, U are calculated during training.

Al gorithmfor MIMF_SGR

Input: Matrix X, rank k, maxlter; positive constants d;dpd;
Qutput: U V, w, b

Begin

Initial the basis matrix U0 and the coefficient VO, let t=0
Let s=1, W=Us, V=Vs

Repeat

Fix Uand Vs to find ws+l, bs+1l via equation (4)

Fix V, ws and bs+1 to find Us+1 via equation (5)

s=s+1

Until reaches the maxi mal iteration nunber;

Let t=t+1, Vt=Vs, wt =ws, bt=bs

Learning the new basis matrix U via mnimzing equation (3.1)
End

Figure. 1. Algorithm for Max-margin Nonnegative Matrix Factorization via Spatial Constrainst and Graph Regularization

4. Experiments

In this subsection, proposed MNMF_SGR method would be experimented and compared against
several popular subspace learning algorithms, specifically the unsupervised methods (NMF [8], Spatial NMF
[9] and Graph NMF [10]). We aso compared with the supervised algorithm Semi-NMF [12] and Max-
margin NMF [11].
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Figure. 2. The flow chart of MNMF_SGR based image reconstruction for facial expression recognition

4.1. Datasets

We using Japanese Female Facial Expression (JAFFE) database [13] to experiments. The dataset have
been collected and staging by Michael Lyons, Miyuki Kamachi, and Jiro Gyoba.

4.2. Preprocessing

Due to the background is more immensely colossal than face image; firstly, the Viola-Jones algorithm
will be used to find faces. Based on the partitions placed set on aready detected frontal faces, we using
cascade object detector to detection ocular perceivers, nasal perceiver and mouth. The reality shows that the
use of Viola-Jones algorithm as a preprocessing step and want to achieve a good classification then this step
needs to be done. Each original image from both databases is cropped and down-sampled in a such way that
thefinal image sizeis 16 x 16 pixels.

Crop into ﬂ

Figure. 3. Face and facial parts detection

All agorithms were initialized with 20 random U and V matrices, each of them was trained for 20
iterations and the one with the minimum objective function value was further trained for 1000 iterations.

4.3. Parameter Settings

For training and testing splits, we repeated the following procedure for ten times. Each time we
randomly selected two-thirds of humber of image per individual and labeled them. All the other images were
unlabeled and used as the testing set.
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In MNMF_SGR, 4, was tested for the following values {0.01, 1, 10} and .. was tested for {1, 100}

and .4, was tested for {10°, 10™...., 10%. Firstly, the dimensionality reduction process with NMF, SpaNMF,
GNMF and Semi-NMF algorithms, the trained coefficient matrix is ready to be used for classifying a testing
face image. Then we use SVYM algorithm for the classifiers in the face recognition.

With MNMF and MNMF_SGR, after training process we compute the feature vector from the input
test vector that the basis matrix projected onto. After that, this feature vector is used in predicting class of
face recognition. All algorithms were initialized with 20 random U and V matrices, each of them was trained
for 20 iterations and the one with the minimum objective function value was further trained for 1000
iterations.

4.4. Classification Results.

The results of facial expression recognition for JAFFE dataset shown in Figure 6. Semi-supervised
algorithms outperform all un-supervised ones. MNMF_SGR has highest accuracy, and then followed by
MNMF_FA, MNMF, SpaNMF, GNMF, SemiNMF and standard NMF. MNMF_SGR outperforms NMF by
21.87%. The highest classification accuracy of 86.94% is achieved with k=30.

TN

= NMT
i,

5 A
Rt - = GNMF
el F 1 011 S g RIRAT
i A | B
Ll o ot mBANME SGR

b i 15 35 35 10

Figure. 4. JAFFE dataset facial expression recognition average accuracies (%) of different algorithms of fiveiterations

The disarray lattice of outward appearance acknowledgment appeared in Table Il utilizing proposed
technique with 30 number of highlight vectors (k=30). A portion of the pitiful and satisfaction outward
appearance are mistaken for one another. The distinction of satisfaction and dismal fizzled in light of the fact
that these articulations had a comparable movement of mouth.

Table 1. The 7-class facial about confusion matrix expression recognition using proposed method MNMF_SGR on JAFFE

An Di Fe Ha Sa Su Ne

0.6268 0.1813 0.7285 0 0.0812 0.0322 0.0333
0.1234 0.4510 0.1009 0.0426 0.1268 0 0.0224
0 0.1191 | 0.4825 0.0918 0.0810 0 0.0421
0 0.1289 | 0.0199 0.7490 0.0211 0.0635 0.1289

0.1713 0.1270 0.1197 0.0423 0.5343 0.0524 0.1756

0 0 0 0.0203 0.0417 0.7417 0.0722

0 0.0000 0.0198 0.0486 0.1222 0.0711 0.5221
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5. Conclusion

In this paper, we have presented the constrained NMF approach for problem the facial expression
recognition. The proposed MNMF_SGR performs well in facia expression recognition task and its
effectiveness has been proven in our model. To summarize, With many constraints allows us to build models
effectively and specifically on high dimensional, sparse and noisy datasets. For future work more
sophisticated and efficient way to tune kernel functions will be explored. We will also apply the proposed
method to problems in other fields, such as bioinformatics and computer vision. Studying the convergence
rate for MNMF_SGR and increasing the efficiency, they should be al in consideration.
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Abstract

hese days Career and Domain options have aways been a very bhig Keywords

ambiguous decision-making process for many prospective aspirants. Many Machine Learning,

aspirants make substantial domain changes very late in their career which Recommender

may result in drastic effects on their career as well as their financial status. Systems
Many reports suggested that companies have suffered huge losses because of '
making wrong choices regarding the domain and employee interest. Hence  Big Data,
providing a common platform early in the education sector for both the aspirants
as well as companies that would provide appropriate domain suggestions for
aspirants as well as right employee choices for companies would be highly
beneficial that could help in generating better results when compared to the
traditional ways of career choices and employment. In this research, we are
proposing a recommender system based model that would bridge the gap and help
in formulating their future needs.

Bayesian Classifiers

1. Introduction

Over the last few years, many technologies have taken over the IT Industry making several changes
that are permanently renounced and are still having a huge impact in the present day scenario. In this
research paper, we are proposing a model that uses some of these very important and highly applied
technologies such as Machine Learning, Recommender Systems, Big Data, Bayesian Classifiers’, Regression
models and Natural Language processing. Machine Learning is a branch of Artificial intelligence, it is a
method of Data analysis in which it builds a model that performs huge amounts’ of data analytics and learns
from that data by itself, identifies patterns and makes decisions on its own with the minimal human
intervention [1]. Recommender Systems is an application of machine learning in which the model learns
from the given data and hence proposes a new recommendation. The recommendation system gives the
option to comprehend an individual's taste and find the new, appropriate choice for them consequently.
However individual s preferences shift, they do-follow patterns. Individuals will in-general like things which
are comparable social individual preferences. Most of the times these sorts of examples can be identified
with the importance of things[2].

Big Data refers to the advancement in innovation clubbed with an assortment of data, strategies that
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have now furnished the instrument to manage a wide range of issues that show up during the procedure of
data assortment and during working with enormous volume, assortment, and speed of data. The main
purpose behind Big Datais the application of information tools to pave the way for data analysis and retrieve
appropriate information for better estimation, planning, and judgment in any business process [3]. A
thorough machine learning analysis of the student’s sentiments does wonders in the student enrolment
process. Big Data solutions, therefore, serve as an insight analysis podium [4].

In this paper, we use collaborative filtering because of the main drawbacks that the proposed model
consists which are, most users do not provide evaluation and hence user matrix can result in great sparsity.
Another such issue is for a given metric there is no previous data then that particular metric could result in
not being recommended to any user hence by using collaborative and content-based filtering we can oversee
these issues. Bayesian classification will be utilized to arrange items to bring down the components of the
user-produced matrix. Likewise, by executing a hereditary calculation on the ordered items the clients can be
placed into groups. At that point, by input on significance, it is conceivable to make a profile for new clients,
consequently taking care of the first rater issue [5]. Using these technologies and algorithm we build the
overall model that can input and output data. On the other hand, a user-interactive platform built using Web
Design & Development technologies is very important for the user experience and user interaction that could
help in the improvement of data generated daily.

1.1. Prevalent System and Need for Change

In the present day scenario, many educational institutions have their learning management systems
that are a mgjority of temporary or very privately held dealing only concerning a particular educational
institution. The disadvantage of these LMS is that they are very inefficient in means of data collection and
the scope of doing it. Also, another huge disadvantage is al the data that is being generated concerning that
particular institution is not stored well or is made private and hence there is no possibility of doing data
analysis in this case that creates a huge impact in the adaption process for the collection and assembling of
data. Hence these prevalent systems are mostly data collection systems but not most of them have been in the
process of analyzing and proposing a better analysis to the users or the aspirants, rather they have been just
made to collect data and provide temporary solutions.

The need for a change of these systems is although all the sectors have been implementing and
experiencing a huge change in their activities the education sector has fallen far behind following the same
old traditional methodologies. Hence the proposed model could help the education sector in identifying a
different perspective of education to help students, users, organizations to benefit their careers in an
optimized direction

2. Proposed Model

The proposed model is a machine learning model that generates recommendations’ using
recommender systems concept of machine learning by analyzing the huge amounts of data assembled using
big data technologies. The model would be divided into three major phases of development. The three
models clearly define the process of data collection, analysis, classification & recommendation. The model
analyses the metrics in a very curated way and could suggest the user or an organization with a
recommendation that could be early advice and could help in making better decisions at a given point of
time. Also, it would result in making the required changes to achieve the goa even before starting the
process so that there are no errorsin the early phases of the process.

The model proposed creates a bridge between educational institutions and organizations where data
particular to a similar user and their proposed metric are evaluated and established. Since the data is ever
recurring hence the probability of using big data to analyze and hold that data is mandatory. The data that
was already collected by the present-day learning management systems and other useful softwares both from
educational institutions and other companies are evaluated, cleaned and then set the stage for the upcoming
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platform to generate new data and then combine it. The model starts by accumulating all the data that it has
been collecting using various learning management softwares and then are stored using the big data
methodologies so that at a later point of time they can be retrieved for analysis. Then the data is divided
concerning two databases are User data and the company-specific data which is evaluated and then the states
are formulated. Int eh next phase the data which is collected is undergone content and collaborative filtering
in which the data is compared to many similar metrics and hence is classified according to its similarities.
The data is then prone to the regression models where it is filtered and then is sent to the database with
filtered metrics. In the next phase when we retrieve the information that we analyzed in the previous phase
and stored in the database is now displayed back according to the need of the user or the company.

Figure 1. Representation of The Proposed Model
2.1. Phase 1: Data Collection and Assembling

This phase includes the pre-phase of analysis, where the data that is required for the analysis is
recorded using the platform which is provided by the model that is being implemented in the everyday
scenario of the user/student’s academics from the very beginning of his’her academic year recording all the
required metrics which are stated in Figure 2., which can be used to evaluate the overall metrics. The data
being generated will be stored using big data technologies such as NoSQL, Hadoop, and Apache Spark. In
the phase of data collection, the data collected is usually concerning the preferred metric and it is received
from the platform which is then evaluated to yes or no from the data. Outliers for some metrics are removed
such for example A user does not have any concerning specific data related to a metric then that data will
become an outlier and would not be just removed because that would become a problem in getting that
certain metric being analyzed in a similar user profile. Hence even outliers in this are properly specified and
cleaned.

One of the areas that volume, variety, and velocity exist together in the information is higher
education. A lot of educational information is caught and created regularly from various sources and in
various configurations in the advanced education system. The educational information change from those
delivered from students' utilization and communication with learning the board frameworks (LMSs) and
stages to learning activities and courses information [6].
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Figure 2. Representation of Phase 1

The constrained exploitation of large educational data and the size and sort of these data inside the
setting of advanced education connotes the requirement for unique procedures to be applied to find new
advantageous knowledge that at present is hidden up inside data [7]. Since the data generated is huge and
recurring data, big data is used to make the process smoother rather than using a traditional SQL database.
The data from companies resulting in the evaluation of different user’s metrics and evaluation in the
particular domain are also generated and records for it to be analyzed in the further phases of the model
where the analysis takes place.

2.2. Phase 2: Data Analysis and Application

The second phase of the model deals with the main analysis and the application part. Here the analysis
part refers to the metric allocation to al the data that has been generated and then cleaned form the first
phase. Metrics then allocated to the data are then sent to the application phase. The application phase is the
phase where the different metrics shall be processed into a Collaborative and Content Bayesian classification
in which they are classified using the item based classification: that is the probability of similarity taking
place and then the features are classified against the ‘yes’ or ‘no’ metrics. When we take into account the
item based classifier that takes the inputs as ‘yes’ or ‘no’ then it will be as follows [8].

The analysis is taken place as follows when a user X with metrics A, C, G, H is given to the database
then the data is undergone through the Classification in which the users' metrics are then matched with a yes
or no feature under al the various profile in the database and then a compilation of al the similar user
profiles is made. Then this compilation is then compared to extract the most similar and redundant career
choice metric that has been made between these similar profile sand it analyses them to find a pattern of
success rates in them. After finding the most successful career choice using the metrics then the model would
run on a database of the company-specific evaluation for that career choice concerning the profile and the
user metrics and, hence a proper evaluation that is both concerning the previous user data as well as the
feedback from companies for users with such metrics, career success rates have been evaluated for the User
X and are stored on to the database. On the other hand, the same evaluation from these users is aso
evaluated to know the eligibility of the certain user for a job role that has been posted by the company by
using the evaluated metrics and can, therefore, understand which user would be highly preferable for a
certain job role with concerning metrics.
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Figure 3. Representation of Phase 2
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A ‘yes’ metric can be defined as:
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A ‘no’ metric can be defined as :
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When combined to take the classification:

Froaruroves|user_metric) Prearureluser_metric|yes) x Froanre(VES)
Praarure| NOJuser_metric) FroarurdlUSET_Metric|no) x Froarre (10)

The classified data is then directed to the regression algorithm where they are filtered and hence the
recommendation is made based on which the data and the metrics are defined. To recognize comparative
users, we should gauge the closeness between two users. There are two most mainstream strategies: cosine-
based closeness and correlation-based similarity[9]. Most recommender systems prefer the correlation
similarity since it outperforms the cosine-based similarity in most problems [10]. Then these metrics that
have been filtered and reset to the particular user features are again stored in the database for the future use
of users as well as organizations. Also, this data can be retrieved when they are being used for the
comparison studies of other similar user models.
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2.3. Phase 3: Post Analysis & Recommendation

This phase is the last step and the post-analysis phase that deals with the data retrieval from the
database in which classification and filtration of the featured metrics are done and displayed onto the portal.
This phase displays the appropriate recommendation of a particular domain or career choice listing out all
the possibilities of success rates in percentile for that particular field of domain and comparing it with the
profile of the user concerning a similar database. The recommendations made by the model are concerning
the data that has been already recorded and are real-time examples that are analyzed to find a pattern.
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Figure 7. Representation of Phase 3

Also, it intakes the aspired domain choice of the user and provides the outputs and their possibilities
of successin that particular domain along with the metrics he/she must improve to be able to sustain in their
aspired domain choices. On the other hand, companies get a properly sorted list of the best recommendation
for a particular role that had been requested and the proposed success rates of him/her being employed for
that particular career choice. Also, the company could list down the particular success rates for a person of
their choice. These recommendations are retrieved to the user after undergoing the process of filtration using
the regression techniques and hence more accurate results and recommendations are generated to the user
that could increase the success rate for him in a particular carer or domain choice. The results generated are
accurate and could be improved on the training done to the model that could help the model to generate
many accurate recommendations. The next phases of the model are outlined in the future scope of the paper
that would help in the improvement of the model from the data generated.

3. Future Scope and Prospective Advantages

The proposed model would aim to help users build a better career by recommending them the best
career options that are appropriate to their profile evaluations a well as everyday behavioral data that has
been generated by the platform. The model would also help him/her by giving the user an appropriate
success rate for the recommended domain and career options by defining their success rates while classifying
them using the real-time company profile evaluation data that could help the user in understanding his/her
success rates in a defined domain. Another noted advantage would be to organizations where the model
could be used to get a recommendation for their recruitment as the proposed model hosts a million bytes of
data related to thousands of users along with their evaluated metrics and could help the organization to
evaluate the best candidate for a proposed role.
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Since thisis areal-time model the datais very large and hence causes alot of disturbances. The future
scope of this model has no limits since the collection of data here is only limited to educationa institutions
of higher level, if the same model is being implemented from the very early stage of the education phases,
the data and analysis could become more refined due to the increase in the quality and the quantity of the
data and hence the model can become more accurate as far as possible. Also, the model can be used in the
overall analysis of job aspirants by linking his social media profiles and then understanding his/her
behavioral data could help the model in making more appropriate choices. Also, other classification and
regression algorithms could be used that could help in the prostatic increase in the accuracy of
recommendations. The metrics that are being observed in the above model are very outlined and can
sometimes fail to understand the deep patterns hence the collection of some intuitive metrics that actually
defer the user behavior and also his ability to perform a task could also be recorded to provide much more
accuracy. Hence adding metrics that are highly particular in detail and analyzing them with an optimal
picture would help to unfold various hidden details that could help in the outcome of much more accurate
and highly beneficial data. Moreover, results that have generated from the model can be reused for the self-
improvement of the model by rolling out the feedback of a particular recommendation that has been
previously made by the model. This data could help the model in rectifying wrong recommendations and
provide highly accurate decisions in the next recommendations

4. Conclusion

Therefore the approach of this model has a huge impact on the educational ingtitutions and the
corporate sector of today's highly competitive world. The model proposes a simple and cross-sector solution
to both the corporate and educational sectors that could result in the huge increase of employability solving
the problem of wrong decision making of job aspirants as well as mistakes made by the organization
whereby suffering losses from those decisions. Hence it could benefit every academician in evaluating
his’her students as well as their academic performance in a more sophisticated and a single independent
platform that has analysis related to current world trends and scenarios.

The advantage of getting an analysis that is evaluated and compared with data from all over the world
could help a user to understand well enough about his/her decision makings and personal evaluation. The
only hurdle this model can face is acceptance from educational institutions accepting it to evaluate and
generate data from their colleges but if this problem is overseen, then a huge variety of data being generated
every day can make and change the model by making it much more accurate system over the days. This way
it provides a platform for educational institutions to analyze the students' performance in real-time and his
industry level aspects as well. Concluding, the model has a vast scope of improvement as well as can provide
great accuracy with positive results in the future.
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Abstract

M achine learning process drastically decreases the time it takes to Keywords

develop stronger, lighter materials. This is important to the aerospace, Machine Learning,

automotive and manufacturing sectors. Machine Learning techniques i ; :
like Artificial Neural Networks and Image processing are used in a solid state Friction Stir Welding,
joining process such as Friction Stir Welding process (FSW) for optimization of Neural Network,
mechanical properties like Ultimate Tensile Strength (UTS), Fracture Strength ,
Elongation percentage and microstructure properties like grain size and
understanding defects formation. In the recent paper, application of Machine  Artificial Intelligence,
Learning technique in Friction Stir Welding technology will be discussed.

Tensorflow,

Google Colaboratory
1. Understanding Human Nervous System

The human nervous system can be classified as a three stage system which
is shown in the block diagram of Figure 1. The brain isin central position to the nervous system which is
represented by the neural net. The function of the neural net is to receive the information continuously,
perceive it and then to make appropriate decision.

Stimulus Resoonse
—T

T

-,
Receptors Meural Net . Effectors

Figure 1. Representation of Nervous System by block diagram
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The green arrows which are pointing from left to right represent the forward transmission of
information carrying signals through the nervous system. The red arrows in the diagram show the presence
of feedback in the nervous system. Stimuli from the external environment or the human body are converted
to electrical impulses by receptors which further convey the information to the brain (neural net). Electrical
impulses which are generated by the receptors are further converted to a distinguishable response as a

nervous system outputs by the effectors [1]. Figure 2 represents the schematic diagram of the human nerve
cell.
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Figure 2. Representation of human nerve cell

Neuron is the fundamental unit of the neural network architecture. Dendrites, soma and axon
congtitute the neuron structure. Signals from surrounding neurons are received by a tree like structure called
Dendrites. Each of the line is connected to one neuron. The signal from one neuron to others is transmitted
by a thin cylindrical structure is called an Axon. Synapse is responsible for making contact between at the
end of axon and dendrites. At the synapse, the inter neuronal signal is propagated through chemical diffusion
or by electrical impulses. Only if certain condition is met, the neuron fires an electrical impulse [2]. If the

total weight of the synapses which receive impulses in the period of latent summation become more than the
threshold then it causes neuron fire [3].

2. Modelling the architecture of Artificial Neural Network

The information processing unit of the basic neural network architecture is a neuron. Non-linear model of a
neuron is depicted in the Figure 3.
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Figure 3. Representation of non-linearity of aneuron

The given neural model has three basic elements i.e. an adder, set of synapses and an activation function.
The characterization of the connecting links or set of synapses are done by its own weight or strength. Signal
x; at the input of synapse j which is connected to the neuron k is further multiplied by the synaptic weight
wy ;. The synaptic weight of the artificial neuron lies between the both positive and negative values. An
adder performs the operation of the linear combination. It sums up the input signals which are weighted by
the synaptic strengths. The main application of the activation function is to limit the amplitude of the output
of neuron. The bias which is shown in the Figure 3 is applied externally and its main function is to decrease
or increase the net input of the activation function.

In the form of mathematical expression, we can define the neuron k shown in the Figure 3 with the help of
the pair of cquativns;

Uy = L Wiy X (@)

and, ¥ = @ (uy + by ) 2

3. Machine Learning and its classifications

Machine learning technique give priorities to the development and execution of the computer programs that
can process data and use that particular datato learn for themselves. It’s just like before solving calculus
exercise numerical problems, you go through the various examples given in that particular chapter i.e. you
are training your mind and when you solve new question it is called testing your mind and the result you get
for that particular question measures the accuracy of your performance. So we can define Machine learning
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as asubset of artificial intelligence (Al) which provides the given systems or state the ability to learn by
itself and further modify from the experience without being explicitly programmed [4-8]. Machine learning
classified into three main typesi.e. reinforcement learning, supervised learning and unsupervised learning
which will be discussed one by one in the following sub sections.

3.1 Supervised Learning

Supervised learning can be referred to as the situation of learning a concept with a teacher. The working of
supervised machine learning is shown in the Figure 4. We may assume that the teacher possess the
knowledge of the given environment which is unknown to the neural network architecture. The
representation of the knowledge is done by a set of input-output examples.

Vactor dasribing tate of the
EAVIrORTTIEnT

Environment Teacher
Desired

Response

| -

Actual Response
Learning System —3

Error Signal

Figure 4. Working of Supervised Machine Learning

Figure 4 shows that atraining vector which is dragged from the same environment is exposed to neural
network and the teacher. So, for that training vector, a desired response is given by the teacher with the
assistance of the possessed knowledge. Error signal shown in the Figure 4 is the difference of the actual
response and the desired response. Under the combined influence of the error signal and the training vector,
network parameters are adjusted. This step by step adjustment is carried out further which makes proper
transfer of information of the environment possessed by the teacher to the neural network.

3.2 Unsupervised Learning

Unsupervised machine learning is a self-organized learning process in which there is no involvement of
external person or teacher to look after or observe the training process. The working of the unsupervised
machine learning process is shown in the Figure 5. In order to carry out unsupervised machine learning task,
acompetitive learning rule is used. Just take an example of a neural network consisting of two layersi.e. an
input layer and a competitive layer. The available datais received by the neural network. If we talk about the
competitive layer, it consists of various neurons which compete against each other for the opportunity for
responding the features contained in the input data as per the given learning rule.
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Figure 5. Working principle of Unsupervised Machine Learning

3.3 Reinforcement Learning

Reinforcement learning is a semi-supervised machine learning method which trains the models to make a
sequence of decisions. The working of the Reinforcement learning is shown in the Figure 6. In an uncertain,
potentially complex environment agent learns to achieve a particular goal. An artificial intelligenceis
subjected to a game-like situation where the computer employs trial and error method to come up with a
solution to the given problem. The main objective of the Reinforcement Learning is the maximization of the
total reward. Reinforcement L earning works on the rewards and penalties scheme. The Reinforcement
Learning model triesto figure out the method to perform the given task in order to maximize the reward,
starting from totally random trials and finishing with advanced tactics and superhuman skills.

Primary Re inforcement
Signal
State (Input)

i

Environment Vector al Critic

Heuristic Reinforcement Learning

Action

Learning System

Figure 6. Working principle of Reinforcement Learning
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4. Application of Machine Learning in Friction Stir Welding Process

Vermaet a. [9] used various sophisticated machine learning approaches like . Support Vector Machining
(SVM) , Gaussian Process (GP) regression, and multi-linear regression (MLR) for evaluating the friction stir
welding process.

e GFRE FLUK e OGPFE RN i
1 & svs MUK » SVM RES : "
MMD+4 a4 MR ﬁ.\\‘ i! <
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Figure 7. Predicted vs actual values of Ultimate Tensile Strength (UTS) using SVM, GP, and MLR using training data[9].

As shown in Figure 7 it is observed that in comparison to the SVM and MLR models, the GPR
approach works better. Therefore, GPR approach is generally used successfully for prediction of the UTS of
Friction Stir welded joints.

Debroy et al. [10] studied the conditions for void formation using a Bayesian Neural Network and a
decision tree. Schematic representation of the research is shown in the Figure 8. The study showed that the
neural network and the decision tree predicted void formation with 96.6% accuracy by computing the
causative variables like temperature, strain rate, torque, and maximum shear stress on the tool pin.

Celik et al. [11] investigated the correlation between the friction welding parameters and tensile
strength of both AISI 316 austenitic-stainless steel and Ck 45 steel by developing an Artificial Neural
Network (ANN) model. Figure 9 represents the artificial neural network architecture used in the study.
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tree) [10].
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Figure 9. Four layered neural network architecture [11]

Figure 10 shows that a good correlation was obtained between the Artificial Neural Network predicted
values and the experimental values.

BOD :
R =09711

=
B
=
£ 600
on
=
=
w
@ -
2 400 N
=
3
E 200 1 *
]
=

0

0 200 400 600 800

Predicted tensile strength (MPa)
Figur e 10. Comparison of measured and predicted outputs for tensile strength [11]

Maleki et al. [12] developed Artificial Neural Network based on backward propagation algorithm for
predicting the yield strength, tensile strength, notch-tensile strength and hardness of friction stir welded AA
7075-T6joints. The Neural Network architecture used in the study is shown in the Figure 11.
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Figure 11.Schematic representation of Neural Network architecture used by Maleki et al. [12]

Figure 12 shows the comparison of the predicted and the experimental results. The results show that
the if neural networks are adjusted carefully then it can be used for modeling of various Friction Stir
Welding parameters.
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Figure 12. Experimental values plotted against predicted values [12]

Mishra et al. [13] implemented the Convolutional Neural Network for identification of the texture of
Friction Stir Welded joints and Conventional Welded joints. Macias et al. [14] established a correlation
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between the acoustic emission signals and the various main parameters of friction stir welding process based
on artificial neural networks (ANNS) trained on Levenberg-Marquardt algorithm. Figure 13 and 14 shows
the methodology and the development of Artificial Neural Network architecture respectively.
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Figure 13. Artificial Neural Network development methodology [14]
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Figure 14. Artificial Neural Network architecture [14]

Figure 15 shows the predicted and measured results on the given dataset. It is clearly observed that
the results obtained from the new model obtained, based on Neural Network architecture is an effective
technique for the prediction of Friction Stir Welding process parameters and tensile strength of joint.
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Figure 15. Predicted and Measured Values of the experimental dataset [14].

5. Designing a simple Artificial Neural Network on Google Colab by

using Python coding

In this section, development of an Artificial Neural Network model by using Python Programming on
Google Colaboratory platform as shown in Figure 16 will be discussed. Table 1 shows the experimental
datset which shows the Ultimate Tensile Strength (MPa) value of Friction Stir Welded joints against the tool

rotational speed of the tool (rpm).
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Table 1. Experimental Dataset

Tool Rotational Speed (RPM) UTS (MPa)
425 465
575 444
350 440.6
650 415
500 448
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Figure 16. Google Colaboratory Platform

First we will start with our imports. Here we are importing TensorFlow and calling it tf for ease of use. We
then import alibrary called numpy, which helps us to represent our data aslists easily and quickly. The
framework for defining a neural network as a set of Sequential layersis called keras, so we import that too as
shown in the Figure 17.
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Figure 17. Importing process

Next we will create the simplest possible neural network. It has 1 layer, and that layer has 1 neuron, and the
input shapeto it isjust 1 value as shown in the Figure 18.
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Figure 18. Defining the Neural Network
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Now we compile our Neural Network as shown in Figure 19. When we do so, we have to specify 2
functions, aloss and an optimizer. The LOSS function measures the guessed answers against the known
correct answers and measures how well or how badly it did. It then uses the OPTIMIZER function to make
another guess. Based on how the loss function went, it will try to minimize the loss. It will repeat this for the
number of EPOCHS which you will see shortly. But first, here's how we tell it to use'MEAN SQUARED
ERROR' for the loss and 'STOCHASTIC GRADIENT DESCENT for the optimizer.
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Figure 19. Compiling the Neural Network

Next up we'll feed in some data as shown in the Figure 20. A python library called 'Numpy' provides lots of
array type data structures that are a defacto standard way of doing it. We declare that we want to use these by
specifying the values as an np.array[].
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Figure 20.Providing the data
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The process of training the neural network, where it ‘learns' the relationship between the Xsand Ysisin the
model.fit call which is shown in Figure 21. Thisiswhereit will go through the loop we spoke about above,
making a guess, measuring how good or bad it is (aka the loss), using the opimizer to make another guess
etc. It will do it for the number of epochs you specify. When you run this code, you'll see the loss on the right
hand side.

G © i

Figure 21. Training and Testing the Neural Network

6. Conclusion

Thereisaloss of time and materialsif the optimization of the Friction Stir Welding parametersis done
through experimental studies which further leads to increase in the cost of the experiment. Machine Learning
approach like Artificial Neural Network and image processing overcome these issues. So, it can be
concluded that the mechanical and microstructure properties can be predicted and also the defects formation
can also be observed by the implementation of various Machine Learning tools in the Friction Stir Welding
process.
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Abstract

he unprecedented growth of unstructured data poses many challenges in

semantic computing, which is an active research area for many years. While Keywords

unearthing interesting patterns such as entities, relationships, and other

metadata are important, it is equally important to represent them in an  Knowledge Graphs,

efficient, easy to access manner. Knowledge Graphs (KGs) are one such
mechanism to represent facts extracted from unstructured text. KGs represent entities
as nodes and relationships as edges. Such a representation may find applications in  Knowledge Representation,
many meaning-aware computing applications such as question answering,
summarization, etc.,, to name a few. Very recently, knowledge graph-based
recommendation systems have become popular which has many advantages over ~ Machine Learning
traditional recommendation engines. This survey is an attempt to summarize and
critically evaluate some of the very recent approaches to knowledge graph-based
recommendation approaches.

Recommendation Systems,

Semantic Computing,

1. Introduction

The astounding rate of generation of unstructured text data demands efficient algorithms and other
methodologies to represent, analyze and extract useful patterns. Unearthing such patterns is crucia for
businesses to generate actionable insights for key decision-making processes. Being a mechanism to
represent entities and relationships using nodes and edges, knowledge graphs find applications in areas such
as question answering, summarization, to name a few. When closely analyzing, it is found that knowledge
graph-based recommendation systems are becoming popular and widely adopted, where recommendation
systems are sub-classes of information filtering systems that suggest items to users based on certain features
and conditions. These items can be as simple as books to read, films to watch and apparel to buy or even
more complex suggestions in industries such as suggesting what to do next on the failure of a specific
component. In the last few decades, we have witnessed arise in web services including e-commerce portals
such as Amazon, video portals such as YouTube and Netflix, etc. These platforms heavily use
recommendation systems to suggest items to their users, which is unavoidable in our daily life.
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Most recommendation systems such as traditional collaborative filtering based approaches use simple
user ratings done on items. These predefined information sources pose some constraints and thus the quality
of the recommendation engines in many cases is degraded. While content-based and collaborative filtering
based approaches are popular, there are approaches reported that use hybrid methodologies for
recommendation tasks. Very recently, knowledge graph-based recommendation systems are found to be
extremely useful when dealing with large sets of data. The ease in representing and suggesting contents
makes the knowledge graph-based approaches very popular and we may find many production-level
implementations nowadays. The advantage of graph-based recommendation systems is that heterogeneous
data sources can be used for providing better recommendation results. Very recently, techniques using
external knowledge bases for supplementing more contextual information are also introduced in the graph-
based recommendation systems literature. Thus it is undoubtable that it is highly necessary to have
systematic research in knowledge graph-based recommendation systems and this paper is an attempt in this
direction.

This survey attempts to review some of the very recently reported approaches to knowledge graph-
based recommendation algorithms. The major contributions of this survey are outlined as follows:

(& Introduces knowledge graphs and some of the interesting areas where knowledge graphs may find
applications.

(b) Critically review some of the prominent approaches that have been reported very recently in the
literature that uses knowledge graphs for recommendation systems.

(c) Towards the end of this survey, the authors discuss some interesting research dimensions on
knowledge graphs for recommendation algorithms.

Organization of this article: The remainder of this article is summarized as follows: Section 2 gives a
brief introduction to semantic computing using knowledge graphs. Section 3 outlines a detailed survey on
some of the very recent approaches for building recommendation systems using knowledge graphs. In
Section 4, the authors highlight some of the future research trends in this dimension and Section 5 concludes
the survey.

2. Knowledge Graphs and Semantic Web

With the seminal approaches to “semantic computing”, the researchers represent the knowledge using
graphs consisting of nodes and edges. Such a representation mechanism has many advantages both in
organizing and retrieving knowledge. The entities and concepts are represented as nodes and the
relationships connecting these nodes are denoted by edges. For example, consider the sentence “A
recommendation system is a subclass of information filtering system that seeks to predict the rating or

preference”. In this case, entities such as “recommendation system”, “information filtering system”, “rating”,

“preference” will be represented as nodes and possible relationships such as “subclass of”, “predict” will be
represented as the edges connecting these entities.

The term “knowledge graph” was first introduced by Google in the year 2012 when they started to
introduce the notion of semantics into their search algorithms. But now the term is widely used by other
knowledgebase providers such as DBPedia. Anyhow, we consider any knowledge base as a knowledge graph
if it exhibits (1) represents entities and their relationships in nodes and edges (2) the classes and/or concepts
and their relationships in a schema or ontology (3) has wide coverage on various domains and (4) potentially
link entities with other knowledge bases or graphs. There were several attempts reported in constructing
knowledge graphs that resulted in various types of knowledge graph systems and tools introduced in this
area. Some of such prominent systems are outlined in the subsequent sections.

(8) Cyc Knowledge Graph

Cyc Knowledge Graph [7] is one of the very early artificial intelligence projects that is treated as a
long-living one that aims to integrate a comprehensive ontology and knowledge base. A miniature
version of Cyc is also available, known as OpenCyc which is a curated knowledge graph with API
end-points for the users to explore it. Cyc focuses on implicit knowledge that other Al platforms may
use for their operations and enhancing knowledge [7].
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(b) Freebase

Freebase is a publicly available crowdsourced method of creating knowledge graphs. It supports
many of the real-world entity types in its schema but the organization maintaining Freebase, was
acquired by Google and the Freebase was shut down in 2015. According to recent statistics, The last
known version of Freebase contains nearly fifty million entities and three billion facts acquired over
time.

(c) DBPedia

DBPedia is one of the most prominently used knowledge graphs that has wide coverage[8]. It is
congtructed by extracting structured information and facts available in Wikipedia. DBPedia contains
millions of entities and their relationships that were primarily extracted from Wikipedia infoboxes.
Text mining and natural language processing researchers and practitioners are heavily using
DBPedia[8].

(d) Never Ending Language Learning (NELL)

NELL is a project by CMU[9] that attempts to solve the research question “Can computers read?”
and from 2010, NELL is continuously running to extract facts from the unstructured text available in
web pages. In addition to this, it also tries to improve its text understanding competence, so that it can
extract more and more facts from the web, with high accuracy[9].

(e) Google Knowledge Graph

Introduced to the public in the year 2012, Google attempts to construct a large knowledge graph.
Even though it is unclear how Google collects the facts and converts into a knowledge graph,
practitioners often commented that they use resources such as Wikipedia to extract knowledge.
Google’s knowledge graph contains billions of entities and their relationships and is still evolving.

3. Knowledge Graph-based Recommendation Systems

We use many applications on a daily basis where recommendation engines play a major role in
recommending appropriate items to us based on our previous pattern of interaction with the system. For
example, based on the articles you read, the recommendation engine can suggest other articles you are
interested in or based on your purchase history, the items we are interested in, or music or playlist based on
our previous interactions. A recommendation engine uses a large amount of data that has been generated by
user interactions, analyzes it, extracts patterns and then personalized suggestions are made to satisfy the
user's needs. While referring to the literature on recommendation systems, one can easily identify that
Collaborative Filtering (CF) is one of the widely used and popular recommendation techniques. This
approach makes use of the old interactions of a particular user and suggests or recommends contents based
on their preferences. On the other hand, there are techniques that use comparison between items that have
similar properties along with the past user interactions with the system for recommending items. This
technique is called Content-Based Filtering (CBF). In a nutshell, CBF will recommend those items to the
users, which have similar properties to those items the user has aready bought or clicked. Researchers and
practitioners of recommendation systems always attempt to device algorithms that leverage external
knowledge for improving content-based recommendations. In a content-based recommendation engine, the
features are normally available for both the users and the items. For users, these are typically their details
such as age, location, etc,. For items like books, the features may be the author, year of publication, name of
the publisher, etc. In the recent past, there were several approaches proposed in the recommendation
literature that uses content for recommendation, but a very few approaches have attempted the use of the
interconnections between the content and external knowledge sources, which is referred to as a knowledge

graph (KG).

Knowledge Graph is considered as a heterogeneous graph consisting of Nodes and Edges. Nodes
correspond to entities and edges represent the corresponding relation. When comparing with approaches that
do not use knowledge bases, the approaches that use KG into the recommendation has the following
benefitsg[12]:
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(1) A knowledge graph always exhibits a rich semantic relatedness among items that can be used to
explore the hidden connections and thereby improve the accuracy of the recommendation results.

(2) The different types of relations in a KG helps to extend the user’s interest, which will increase the
diversity of recommended items;

(3) KG connects items which are previoudy liked by a user which enables the explainability to the
recommender systems.

In this direction, there are many recent approaches reported in the recommendation system literature
and this survey attempts to critically evaluate and summarize some of those prominent approaches. Yixin
Cao et.al. recently proposed an approach [1] that unifies knowledge graph learning and recommendation. In
this, the authors proposed an approach that has the capability of learning the model of recommendation and
knowledge graph completion. The authors contributed a new recommendation model which is based on a
trandation-based approach, which considers several preferences in connecting a user to an item. The
approach then trains it with a knowledge graph completion model by integrating different transfer schemes
[1]. Their experiments on benchmarked knowledge graph datasets showed that their proposed approach
significantly outperforms state-of-the-art knowledge graph-based recommendation systems. Another recent
approach called KGAT [2], was proposed by Xiang Wang et. d., that models the connectivities which are
high-order, in a knowledge graph, in a complete manner. It sends or transfers the embeddings from a node's
neighbors recursively to refine the node's embedding. It also uses an attention mechanism that deals with
discriminating the importance of the neighbors [2]. The authors have compared the performance of their
proposed method with state-of-the-art approaches, such as Neural FM and RippleNet and found that the
proposed approach significantly outperforms the state-of-the-art approaches [2].

A system that learns rules which are explainable for recommendation tasks, with knowledge graphsis
reported very recently which was proposed by Weizhi Ma et. a.[3]. Mgority of the previous approaches
attempted to incorporate side information to get better recommendation results. But these approaches have
their own disadvantages such as difficulties with explainability and debugging, requiring a heavy amount of
human intervention and knowledge of the domain, to name a few. The authors claim that their proposed
approach is an approach that uses a joint learning framework that induces explainable rules that are available
in the knowledge graph that guides to building a neural recommendation model which is rule-guided[3].
Systematic experiments on a benchmarked dataset showcased the significant performance of the proposed
approach in recommendation [3]. Another approach that uses a multi task feature learning framework for
knowledge graph enabled recommendation is proposed by Hongwei Wang et. a. [4]. As collaborative
filtering-based approaches usually exhibit issues such as sparsity and cold start problems with
recommendations. Keeping these in mind, the authors proposed a multi-task feature learning approach
(MKR) for knowledge graph enhanced recommendation. It is an end-to-end framework that makes use of
KG embeddings to assist recommendation taskg4]. The authors have demonstrated that their approach
achieved better gains in rea-world recommendation tasks such as recommendations in movies, books,
music, and news recommendations, when compared with the prominent approaches in recommendation. The
authors further claimed that MKR is successful to generate better recommendations even if it has to deal
with sparse user-item interactions [4].

Another notable work reported was a knowledge-aware graph neural network based approach that
incorporates label smoothness regularization for recommender systems [5]. To overcome the issue of manual
feature engineering while developing knowledge graph-based recommendations, the authors proposed an
approach that incorporated knowledge graph neural networks with label smoothness regularization for
providing better recommendations for the users [5]. The authors first convert the knowledge graph into a
weighted graph. Then they applied a graph neural network which is capable of computing item embeddings
which preserves personalization features. A rigorous experiment has been conducted on four different
datasets and the proposed system showed better performance compared to this method. A new approach
caled the Knowledge-aware Path Recurrent Network (KPRN) that uses KGs for recommendation was
introduced by Xiang Wang et. a. [6]. The advantage of KPRN is that it can provide path representations by
combining the semantics entities and relationships. By considering the dependencies within a path which are
sequentia in nature, the authors conducted reasoning on these paths to leverage the available user-item
interaction[6]. The authors have conducted experiments on movie and music datasets and demonstrated that
their approach outperformed the state-of-the-art approaches in recommendations.
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Very recently, an approach for learning knowledge graph embedding for products in e-commerce was
reported by Da Xu et. al.[10]. In this work, the authors proposed a novel knowledge graph embedding
approach for learning the product relations as product knowledge for the electronic commerce domain[10].
They have constructed a new approach called a self-attention-enhanced distributed representation learning
model that was capable of capturing embeddings from customer activity data from electronic commerce
websites. The proposed approach was executed on some real-world dataset and the performance was
evaluated for knowledge completion, search, ranking and recommendation processes10]. Another approach
that introduced a fine-grained knowledge graph for providing better personalized recommendations called
DUSKG[11] was another approach that attempted incorporating multiple types of service data considering
their logical relations. The authors proposed a compact data representation model incorporating different
sorts of logical relations between the data. The five major relationships such as “FocusOn”, “BelongTo,
“USimilar”, “SSimilar” and “FSimilar” are considered for their experiment and it showed that their proposed
approach showed better recommendation performance with least computation time[11].

Another recent approach that explored the higher order user preference on KGs for recommendation
engines [12] was reported in the recommender system literature by Hogwei Wang et. a. The authors stated
that to avoid cold start problems, researchers normally use side information for building recommendation
algorithms and in the proposed approach, the authors used a knowledge graph as the side information. They
have proposed RippleNet which is a complete framework that uses a knowledge graph into the
recommendation system[12]. The authors claim that this has brought more explainability in the
recommendation engine and the real-world experiments showed that their proposed approach outperforms
some of the state-of-the-art approaches for recommendation. A very notable and interesting work that
explored the potential of using a knowledge graph specifically for movie recommendation, HI2Rec[13], was
introduced by Ming He et. a. Their proposed system used a mechanism that incorporated multiple
information that is capable of learning the vector representations of users and items with the aim of
providing top-N recommendations to the userg 13]. The authors stated that this will solve the issue of earlier
approaches which give less consideration about the properties or demographics of the users.

Zhu Sun et. a. proposed an approach for learning KG embedding that can automatically learn
meaningful representations of both entities and paths (relationships) between entities for representing an and
taking into consideration, the preferences of the users towards itemg20]. The proposed approach uses
recurrent neural network architecture with a pooling operator. The duty of the pooling operator is to make
sure the saliency of different edges in finding out the user preferences towards items. The authors have
extensively validated the proposed approach on different real-world datasets which showed that their
proposed approach significantly outperformed the state-of-the-art methods [20]. A deep network for news
recommendation which makes use of the knowledge-aware feature was introduced by Hogwei Wang et.
al.[21] in which the authors address the problem of extended reasonability of the existing knowledge graph
based-approaches. Their proposed approach, known as DKN, is a deep recommendation framework based on
contents which can perform click-through rate predictiong[21]. By conducting systematic experiments on
real online news platforms, the authors were successful in showcasing the significant performance of their
proposed approach[21]. A notable work that explored the possibility of using node2vec[22] for generating
item recommendations by fusing machine learning with knowledge graph embeddings was introduced by
Enrico Palumbo et. al.[23]. The authors applied node2vec on a knowledge graph generated from the famous
MovieLens 1M dataset and DBpedia and used the node relatedness to generate item recommendations.
When compared with the traditional collaborative filtering-based approaches, the proposed method
significantly outperformed them[23].

An approach called RippleNet[24] was reported in the recommendation systems literature recently.
The system was devel oped keeping an aim of incorporating preferences of the users on knowledge graphs for
recommendation systems. This approach stimulates the dissemination of preferences of users over a set of
entities by extending a user's potential interests along links in a KG[24]. Experiments conducted on
benchmarked recommendation datasets show the RippleNet is capable of providing better recommendations
when compared with the state-of-the-art approaches[24]. Most of the collaborative filtering based
recommendation approaches only use the user-item rating matrix and do not consider semantic information.
Ruihui Mu and Xiaogin Zeng proposed an approach based on a knowledge-graph to solve this issue[25].
They have used representation learning mechanisms on knowledge graphs to embed existing semantics into a
vector space which is low-dimensional. Their proposed approach combines the semantics of items into the
recommendation task by computing the meaning-aware similarity between itemg[25]. The authors have
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claimed that their proposed approach could significantly outperform some of the state-of-the-art approach in
knowledge graph-based recommendation engines.

There are other interesting approaches very recently reported in the knowledge graph based
recommendation literatures such as unifying task oriented knowledge graph learning and
recommendation[14], differentiated fashion recommendation using knowledge graph and data
augmentation[15], a semantics driven knowledge graph for food recommendation[16], an attention-
enhanced, knowledge-aware user preference model for recommendation[17], a graph augmented memory
network for recommending medication combination[18], location embeddings for next trip
recommendation[19], etc. which are worth mentioning in this paper.

4. Knowledge Graph-based Recommendation - Future Research
Dimensions

Since technological advancements are still fueling and acting as a catalyst, the amount of unstructured
text data that will be generated in the coming years will be highly exponential. Being an efficient knowledge
representation mechanism, knowledge graphs will have huge potential in the coming years.
Recommendation systems that need side information and augmented knowledge will heavily make use of
knowledge graphs. This poses many challenges and research opportunities among text mining communities
to devise better meaning-aware agorithms that can operate on knowledge-graphs for personalized
recommendations. In this section, we discuss some of the potential research opportunities and avenues the
recommendation system researchers and practitioners can look into.

One of the most interesting research dimensions on knowledge graph-based recommendation is to
incorporate more side information into the recommendation engine so that better personalized
recommendation is possible. For instance, bringing in more user information (say, demographic information)
may improve the quality of recommendations. Also, connecting social network interactions would open new
avenues to explore how social influence affects the recommendation. A very recent research trend in the
recommendation system is the explainable recommendations. Integrating information propagation and
decision processes, the explainability of recommendation engines may significantly improve, which is an
area worth looking at. Graph Neural Networks (GCN) is one recent approach that got significant attention
among recommendation system researchers and active research is happening in this dimension as well. Since
earlier approaches face issues related to cold start problems in recommendation, it is worth experimenting on
that dimension to eliminate the issues by bringing in techniques like zero-shot learning and reinforcement
learning.

5. Conclusions

This survey outlined some of the very recent approaches in knowledge graph-based recommendation
systems. As knowledge graph is one of the effective representation mechanisms for knowledge that has been
unearthed from unstructured text, it got wider acceptance among research communities. A knowledge graph
represents entities and relationships as nodes and edges respectively and a large number of meaning-aware
applications and algorithms can operate on this graph. One such application is recommendation systems that
suggest a user with items based on their previous interactions with the system. Knowledge graph based
recommendation systems became very popular recently primarily due to its ability to supply side information
for augmenting data and thus enhancing the quality of recommendations. This paper discusses some of the
very prominent approaches reported very recently in the recommendation literature. Some interesting
research dimensions are also discussed towards the end of this paper. This survey will be useful for the
researchers and practitioners who wish to work on entity knowledge graphs based recommendation systems.
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Abstract

ehicular ad-hoc networks have gained immense popularity as a research Keywords
domain as more and more vehicles interact with each other to LAR;
communicate information. This paper is amed a evauating the  VANETS;
performance of Location Aided routing protocol (LAR) for Vehicular routing protocals;

Ad-hoc networks (VANETS) using NS2 and SUMO. This protocol is evaluated city scenario;

under highway and city scenarios obtained from Open Street Map (OSM) and  real dataset;

Bologna Ringway dataset respectively. The performance metrics considered for highway scenario;

these scenarios are throughput, packet delivery ratio (PDR), routing overhead. open-street map

The above mentioned parameters are calculated by varying the simulation time

and number of vehicles. The results obtained are graphically plotted and

analyzed.

1. Introduction

Vehicular Ad-hoc network (VANET) is an extension of Mobile ad-hoc network (MANET) wherein
vehicular nodes communicate with each other as opposed to mobile devices communicating with each other
in MANETSs. In VANETS vehicles communicate in either of the two modes: vehicle-to-vehicle (V2V) or
vehicle-to-infrastructure (V2l) [1]. These networks are characterized by high vehicular density and highly
dynamic nature of vehicles wherein vehicles keep moving in and out of the network. Based on their modes
of communication VANETSs find wide applicability in several safety related applications wherein a driver
can be notified prior to occurrence of some crash or other hazardous road related conditions. A large number
of entertainment and comfort applications such as gaming, advertisements to attract customers to their stores
or announcements like petrol pumps, highways restaurants to announce their services to the drivers within
communication range are a so supported by these networks [2].

In this paper a position based location-Aided Routing (LAR) protocol is used for analyzing the
performance of VANETSs. This protocol relies on location information of the nodes in order to discover
routes from source node to the destination node by confining the search to a smaller request zone [3]. It leads
to a considerable reduction in the routing overhead as opposed to certain topology-based routing protocols
like AODV and DSR. LAR works under two schemes, as per scheme 1 the sender knows in advance the
location of the destination at certain time instance and the speed with which it is moving. The sender makes
use of this meta-data and begins the discovery of route up to the destination for the current time instance.
RREQ packets forwarded by sender to any node not lying within the request zone are rejected by them. As
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per scheme 2, source node has prior information about the destination’s location based on which it computes
its distance up to the destination node. The computed distance and location of the destination node are
forwarded to the intermediate nodes which decide whether to forward it to the next nodes or to discard it
based on its own distance from the destination.

LAR scheme is evaluated by using the following performance metrics: Throughput, Packet delivery
ratio and routing overhead. Rest of the paper is organized as: Section 2 is about related work, In Section 3 we
present the simulation framework, Section 4 comprises experimental results and finally Section 5 presents
the conclusion followed by references.

2. Related Work

In paper [4] vehicular interaction is analyzed for a road map of JNU. The whole network is partitioned
into smaller sub regions. The selection of path by drivers in real time is incorporated to ensure vehicular
communication. They have evaluated the performance of AODV routing protocol in terms of Delivery ratio,
Packet loss and Router dropfor the above scenario. In paper [1] the performance of AODV, DSR and DSDV
is evaluated for the highway scenario of China. Routing metrics such as: delivery of packet quotient, end to
end delay and routing load has been measured. It was seen that these protocols could not find their suitability
in such dynamic networks.

In [5] an analysis is presented for three algorithms i.e. AODV, DSR, LAR and based on the traffic
situation it is decided as to which routing protocol to opt for. It is observed that LAR protocol outperforms
the other two protocols in terms of all the performance metrics considered. DSR shows worst performance
amongst them. In [6] a performance evaluation scheme is presented to monitor the traffic conditions in the
city of Rome. The location of taxis moving around in the city are captured and analyzed for the bottleneck
caused by them. They compare the results with classic mobility models and observe the effect on
information exchange by both the models.

In [7] an extension to the existing LAR protocol is provided which is a direction based strategy. This
protocol improves the performance of routing by applying the concept of selective forwarding of packets.
For this purpose, a specific area is selected beforehand in which the packets will be forwarded and also the
node sender of such a packet will be selected a priori. This scheme works well for highly populated
environment. In [8] performance evaluation of urban environment is presented with respect to different
routing protocols namely GPSR, AODV, OL SR, DSDV and DSR. In the urban scenarios a lot of commotion
is observed due to high rise towers which leads to a significant drop in the messages delivered across
different vehicles. It is observed that most of the protocols mentioned above fail to produce the desired
results for this scenario due to the interference caused by obstacles. The GPSR protocol however produces
better results than other protocols.

3. Simulation Framework

We have conducted the simulation for analyzing the performance of LAR protocol under two different
environment scenarios. The first scenario which is a highway region is obtained from Open Street Map
(OSM) as depicted in Figure 1. We have taken the highways around Delhi, in particular NH-24, NH-34, NH-
9, and NH-44. The traffic is randomly generated on this network with the help of randomTrips tool present in
the traffic smulator SUMO. Second we take areal world data set of the city of Bologna wherein the network
is aready present and there exists a predefined route and communication link between vehicles. The traces
of traffic for Bologna city are obtained from the peak hour traffic i.e. between 8 am to 9pm [9]. The traffic
flows for both the scenario can be visualized using GUI of SUMO as depicted in Figure 2 (@) and Figure 2
(b) respectively. Further Figure 3 presents the working flow of our implementation.
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Figure 2(a). SUMO visudization Delhi highway map
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Figure 2(b). SUMO visualization of Bologna city dataset

The process begins by capturing the map from OSM or obtaining the real dataset from Bologna. For
the OSM map the network and routes are created and vehicles are randomly deployed. Once the route and
network are developed then mobility traces are generated for both the scenarios. The LAR protocol is then
run on the mobility traces obtained in the previous steps with the help of NS2. The trace file thus generated

is run with the awk scripts to measure the rate of throughput, packet delivery ratio and overhead produced
while these vehicles communicate.
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Figure 3. Working flow of the implementation
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4, Simulation Framework

The experiments have been performed using the traffic simulator SUMO-0.31.0 and a network
simulator NS2.32. These have been opted considering their compatibility with Ubuntu 11.04. Python 3.6 is
used to generate random trips for the Delhi highway map extracted via OSM. The experiment has been
carried out considering two cases under each of the chosen scenario with Table 1 providing a complete set of
details for the chosen simulation parameters.

Tablel. Simulation Parameters

Par ameter Specification

MAC protocol |IEEE 802.11 DCF

Data Type Constant Bit Rate (CBR)

Radio Propagation Model Two-Ray ground reflection model

Channel Type Wireless

Antenna Model Omni

Routing Protocol LAR

Data Packet Size 512 Kbps

Bandwidth 2 Mbps

Simulation Time (seconds) 500,1000,1500,2000, 25000 (Highway
scenario)
200,400,600,800,1000 (City scenario)

Number of vehicles 100~500

Next we discuss the metrics that have been considered for monitoring the performance of LAR
protocol. Following are the metrics considered:

Throughput- it is defined as the ratio of number of packets transmitted per unit time. In our
experiment the unit of throughput is considered to be kbps [10].

Packet delivery ratio- it is defined as the ratio of number of bits transferred by the sender to that
received by the receiver. Congestion in the network tends to increase the value of thisratio [11].

Overhead - it is defined as the amount of extra packets that have to send during the transmission of
actual information during routing [12].

For the highway scenario an average of five iterations for each set of nodes ranging from 100~500
has been considered to determine each of the metric. The graphical results thus obtained for each of the
metric by varying the ssmulation time in the range 500~2500 (seconds) and plotting it against the average of
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results obtained for each of the performance metric, considering al the iterations of 100 and 500 nodes lie
under case one. They are depicted in Figure 4(a), Figure 4 (b), Figure 4(c).
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Figure 4(a). Throughput 100 and 500 nodes against the variability in simulation time

As per Figure 4 (a), it can be seen that the average throughput shows a sharp increase with the
increase in simulation time till the time reaches nearly 2000 (close to the peak maximum time chosen)
beyond which the throughput shows a considerably linear increase with increase in time for both the sets of

100 and 500 nodes.

In Figure 4 (b) average packet delivery ratio for the set of 100 nodes is seen to show a sharp decrease
till simulation time reaches1000 seconds beyond which a linear increase till the maximum time instance i.e.
2500 seconds is observed. For the set of 500 nodesa constant increase is seen till 1000 seconds with a sharp
drop beyond this value till it is increased beyond 1500 seconds. Any further increase in the simulation time
till the maximum chose time instance shows alinear decrease in the PDR.
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Figure 4 (b). PDR of 100 and 500 nodes against the variability in simulation time
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Figure 4(c).Overhead of 100 and 500 nodes againgt the variability in simulation time

As per Figure 4 (c) we can see that for a set of 100 nodes against all the time instances the overhead
is shows a sharp increase in its values till 1000 seconds, beyond which a drastic decease in the value can be
observed on further increasing the time instance till 2000 seconds. a further increase in the time up till the
already set maximum allowable limit shows alinear increase in its value.

On the contrary for the set of 500 nodes, a relatively gradual decrease in values till 1000 seconds
followed by a gradual increase and then a linear decrease can be seen. A smoother zigzag curve can be seen
in this case.

In Figure 5 (a) the average throughput for the all the sets of nodes ranging from 100~500 for the 1000
time instance shows a very sharp decrease in its value on increasing the number of vehicles from 100 to 200.
A further increase in the vehicle count shows an approximately linear increase in the throughput values.

For the 2000 time instance the throughput values are seen to show a considerable decrease on
increasing the number of vehicles, followed by a sharp increase till the number of nodes are increased till
400 and till it reaches the chosen maximum set of nodesi.e. 500 a drastic decrease can be seen as opposed to
alinear decrease for 1000 time instance.

An increase in number of nodes for a fixed chosen area leads to a very high chance of increase in
collisions amongst these nodes thereby |eading to a decrease in throughput values.
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Figure 5 (b). PDR for 1000 and 2000 time instances against the variability in number of vehicles

In Figure 5 (b) the average PDR for al the five iterations of vehicles against 1000 and 2000 time
instance is seen to show a sharp decrease for till 200 vehicles. On further increasing the number of vehicles
we can observe a dragtic increase in the PDR value till number of vehicles reach to 300 for the 1000 time
instance and for 2000 time instance increase persists till 400 numbers of vehicles.

Further increase in number of vehicles leads to strong decrease in the PDR value for the 1000 time
instance till vehicle count becomes 400. Increase in the vehicle count beyond this leads to a less sharper
decrease in PDR values. For the 2000 time instance a severe decrease in PDR value persists as long as
numbers of vehicles are increased till they reach the maximum chosen valuei.e. 500.

Figure 5 (c) depicts that graphs follow a similar trend for both 1000 and 2000 time instance. An
increase in a number of vehicles is represented by a sharp increase in average overhead values till the count
of vehicles reach 300. Further increase in vehicle count up to 400 is observed to show a considerably smooth
decrease in the average overhead values. Thisis followed by a sharp increase in average overhead values for
anincrease in vehicle count till the maximum chosen valuesi.e. 500.
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Figure 5 (c). Overhead for 1000 and 2000 time instances against the variability in number of vehicles

For the real world dataset of the Bologna city [9] scenario same cases have been considered. Case
one comprises five iterations for each set of nodes ranging from 100~500. The graphical results thus
obtained for each of the metric by varying the simulation time in the range 200~1000 (seconds) and plotting
it against the results obtained for each of the performance metrics are depicted in Figure 6 (a), Figure 6 (b),
Figure 6 (c). Case two comprises visualization of results for the values obtained by varying the number of
vehicles/nodes in the range 100~500 for both two fixed time instances 200 and 1000.

Thus similar to the highway scenario case one depicts variability in terms of simulation time for
two sets of nodes 100 and 500 and case two accounts of variation in number of vehicles moving in the
chosen area for two fixed instances 200 and 1000 sec. The obtained results for case two are shown in Figure
7 (@), Figure 7 (b) and Figure 7 (c). Low initial simulation time for this scenario in comparison to the
highway scenario is done to ensure faster execution of LAR protocol, proceeding for larger values lead to a
considerable increase in the time complexity.
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Figure 6 (a). Throughput 100 and 500 nodes against the variability in simulation time
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Infig 6(a) it can be observed that as the time increases the throughput increase almost linearly for 500
nodes. For 100 nodes the increase is not exactly linear. Also it is observed that for the same time instances
the throughput achieved by 500 nodes is more than that of 100 nodes because more number of packets is
delivered by 500 nodes during a simulation time. In fig 6 (b) it is observed that packet delivery ratio drops
considerably for 500 nodes and with a less margin for 100 nodes. Also the packet delivery ratio is less for
100 nodes as compared to 500 nodes for same simulation time. In fig 6 (c) we observe that for 500 nodes,
overhead increases as the simulation time increases. The increase however is not sharp it is rather sow. For
100 nodes the overhead is very low and nearly remains constant all throughout.

Infig 7 (a) it is observed that the throughput initially increases as the number of nodes increase but
gradually its starts falling as more nodes are added. This happens because as the number of vehicles increase
the number of collisions also increases therefore less number of packets will be exchanged.

100 nodos — SO0 nodes
a0
35
30
25
5 20
o
15
1
< W
o
200 A0 & B 1 CHOHD)
Simulation time

Figure 6 (b). PDR 100 and 500 nodes against the variability in simulation time
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Figure 7 (c). Overhead for 200 and 2000 time instances against the variability in number of vehicles

Infig 7 (b) we observe that the packet delivery ratio increases rapidly with increase in the number of
vehicles but after reaching 400 vehicles which is the highest point of increase , the packet delivery ratio
startsto fall.

Infig7 (c) itisobserved that the overhead increases exponentially with the increase in the number of
vehicles. The overhead is more for a higher simulation time and comparatively less for a lower simulation
time.

5. Conclusion

In this work we have evaluated the performance of Location Aided Routing protocol (LAR) for
Vehicular Ad-hoc Networks (VANETS) in terms of throughput, packet delivery ratio and routing overhead.
We have considered two scenarios namely highway and city scenario. For highway we have taken Delhi
highway data from OSM map and for city scenario we have taken real traces of Bologna Ringway dataset.
For each of these scenarios the performance is evaluated by considering variation in terms of number of
vehicles and simulation time.

We observe that with the increase in simulation time the throughput increases for both highway and
city scenario. The packet delivery ratio and overhead tend to decrease with increase in simulation time.
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