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PREFACE
The International Journal of Machine Learning and Networked Collaborative

Engineering (IJMLNCE) with ISSN: 2581-3242 is now indexed in popular databases such

as BASE (Bielefeld Academic Search Engine), CNKI Scholar, CrossRef, CiteFactor,

Dimensions, DRJI, Google Scholar, Index Copernicus, JournalTOCs, J-Gate, Microsoft

Academic, PKP-Index, Portico, ROAD, Scilit, Semantic Scholar, Socolar or WorldCat-

OCLC. We are now proud to present the ninth volume of the Journal, Volume No-03 Issue

No-04, with five high-quality papers written by international authors and covering

different aspects related to machine learning and collaborative engineering.

The First research article authored by Priyanka and Manju Khari has written their

article on the title "A Survey of Cloud Computing Security Issues." In the world of

computer networking, cloud computing makes a technical shift in computing services

being provided locally to being provided remotely by third-party service providers. The

data which was previously retained by the control of users now under the control of

service providers. Cloud computing conveys numerous economic and practical assistance,

along with severe security alarms that might impend commercial endurance and business

status. The cloud computing definition is still not clear in a huge portion, as of the extent

of security threats and the broad expanse of virtual information being distributed over the

unsecured area. This manuscript aims to assess in what way security risk issues are

affecting the surviving and eventual cloud platform. This survey examines the published

resources and studies, examines available concerns laterally with existing countermeasures

to assess the complete assertion level of security of the cloud. The primary goal of the

survey is to analyse the security risks and the existing security algorithm's performance in

terms of different security parameters. This study includes the basics of cloud computing

by adding its characteristics, models, and their categories. The analysis also embraced the

existing security concerns faced by researchers and their imposed methodologies.

The Second  research article suggested "The mechanism for Predictive Load Control
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in the Implementation Framework through Genetic Intelligence" authored by

T.Pushpalatha , S.Nagaprasad.  Cloud Storage is a pay-per-use range of resources. The

consumer wants to ensure that all requirements met in a limited time for optimal

performance in cloud applications that are every day. Load balancing is also crucial, and

one of the essential cloud computing issues. It is also called the NP-full load balancing

problem since load balancing is harder with increasing demand. This paper provides a

genetic algorithm (GA) framework for cloud load. Depending on population initialization

duration, the urgent need for the proposal considered. The idea behind the emphasis is to

think about the present world. Real-World Scenario structures have other targets that our

algorithms can combine. Cloud Analyst models the suggested method. A load-balancing

algorithm based on the forecasts of the end -to - end Cicada method given in this paper.

The result indicates the possibility of offering a quantitative workload balancing approach

that can help manage workloads through the usage of computer resources. The next

generation of cloud computing would make the network scalable and use available

resources effectively.   This article introduces a new approach to genetic algorithm (GA)

power loads. When trying to reduce the complexity of a particular task, the algorithm

handles the cloud computing fee. A software analyst model evaluated the proposed method

of load balancing. Results from simulations for a standard sample program show that the

suggested algorithms outperform current methods like FCFS, Round Robbing (RR), and

local search algorithms Stochastic Hill Climbing (SHC).

The Third  research article entitled "Exploring the adoption of the Artificial

Intelligence in the Public Sector" written by Vasileios Yfantis, Klimis Ntalianis. In this

paper, the evolution of artificial intelligence boosts its usage in the private sector was

discussed. However, the public sector seems to lag behind. There are specific reasons

which prevent the civil servants and the citizens from using this innovative technology.

This paper first identifies the advantages and potential challenges for the implementation

of artificial intelligence in the public sector to prove its benefits. Afterward, a gamification

framework called Octalysis is suggested as a technique to affect the intent of the

stakeholders to use the artificial technology. Octalysis consists of 8 core drives that
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describe the types of motivations and the game elements that the ideal gamified system

should have. Finally, the Octalysis model is applied on an existing chatbot of the public

sector which is used to offer information about the public administration of Dubai. The

application of Octalysis results in the rating of the information system regarding its

potentiality of becoming a gamified system.Finally, several game elements are suggested

to improve the overall score of the system and help the usersto adopt successfully the

artificial technology. The practical value of this paper lies in the fact that it suggests

gamification and Octalysisas a useful tool for decision makers that aim to adopt this

technology in public organizations.Games could be the next big thing in both entertaining

and helping the public sector to use new technologies. Unless the public administration

adopts this exciting concept then the citizens will lose the opportunity to enjoy all the

benefits that AI will offer for the digital world.

Fourth research article of this volume was authored by  Bhavna Dwivedi  entitled

"Scanning the Database with The XSS Detection Using the Fitness Algorithm".  In this

paper, we provide an overview of the tool used in XSS detection. This tool helps us to

detect the XSS attacker. XSS is the malware that allows the attacker to attack in any web-

application and stolen the client data from the server, which the client or customer is

storage when even the fill form in that web application. We analyze a new and efficient

algorithm that helps us to secure the database for the server-side. The Genetic Fitness

Algorithm is used to secure the database for the server-side, there are many algorithms like

multi-path, crossover, which is used to detect the XSS attacker, but this algorithm is not

accurate and satisfied the database security. We will analyze the genetic fitness algorithm

and have many properties to achieve security for the database. It is complicated for which

it is difficult for any attackers to break the security and steal the data from the server site.

Finally, the last or the fifth research article of this volume was entitled "A Study on

Biomedical Engineering in Healthcare" authored by Ayushi and Somesh. In this paper,

they discussed various introductory terms related to biomedical engineering and the health

care industry, which are amalgamated together. The paper further discuss the pros and
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cons of biomedical engineering in the health care industry.. This paper mainly focuses on

some of the latest medical tools, instruments and technologies like biosensors, biomedical

signal processing, biomedical imaging and image processing, bioinformatics and

computational biology, health informatics, biomechanics, bio robotics, diagnostic,

cardiopulmonary systems engineering, and therapeutic systems, neural engineering,

rehabilitation engineering, variable and implantable technologies, micro and

nanotechnologies, tissue engineering and regenerative medicine, biomedical engineering

in the education industry and society. A case study has also been included to support the

understanding of the above technologies viz. a case study on image-guided interventions.

The discussion has been concluded with the observation that biomedical engineering can

be deeply integrated with healthcare, and various devices and instruments can be designed

to cure various diseases.
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Abstract
n the world of computer networking, cloud computing makes a technical
shift of computing services being provided locally to being provided
remotely by third-party service providers. The data which was previously

retained by the control of users now under the control of service providers.
Cloud computing conveys numerous economic and practical assistances
along with severe security alarms that might impend commercial endurance
and business status. The cloud computing definition is still not clear in a huge
portion, as of the extent of security threats and the large expanse of virtual
information being distributed over the unsecured area. This manuscript aims
to assess in what way security risk issues are affecting the surviving and eventual cloud platform. This
survey examines the published resources and studies, examines available concerns laterally with existing
countermeasures to assess the complete assertion level of security of the cloud. The primary goal of the
survey is to analyse the security risks and the existing security algorithm's performance in terms of different
security parameters. This study includes the basics of cloud computing by adding its characteristics, models,
and their categories. The analysis also embraced the existing security concerns faced by researchers and their
imposed methodologies.

1. Introduction

1.1 Defining Cloud Computing

Cloud Computing is a kind of outsourcing of computer programs. The term "The cloud" is a phrase
for the internet. Using cloud computing, users can access software and applications from wherever they are;
the existence of computer programs held through some external party, and are located in the cloud. It
comprises that consumers do not need to concern about equipment for example power and storage, they can
just appreciate the finale result. Outmoded commercial applications have constantly remained very complex
and costly. The extent plus range of hardware and software requisite to track them are frightening. It requires
a whole squad of professionals to set up, organization, assessment, run, protected, and bring up-to-date them.
By the use of cloud computing, it eliminates those problems that come with storing your specific data,
because you're not handling hardware. The shared infrastructure means it works like a utility: You only pay
for what you need, upgrades are automatic, and scaling up or down is easy. Virtualized assets are used to
access applications and distributed services in cloud computing. Two core concepts of the cloud are
abstraction and virtualization abstraction means to hide details of storage, system implementation from users.

I
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Virtualization refers to the process of creating virtual data centers in the cloud which provide scalability and
use of resources in a cloud environment. In a cloud computing environment, an entity that works within an
organization is Cloud Service Provider (CSP). CSP manages all the services and applications provided by
cloud computing. The most challenging aspect for an organization is data storage and data transmission over
the cloud in a secure manner. To achieve data security the data storage and data transmission should be in
encrypted form by using different crypt algorithms. Cloud storage associated with some of the vulnerabilities
related to data confidentiality, data integrity, and data availability. To provide better security in the cloud we
should consider the risks associated with cloud storage and transmission.

Section 1 is organized as follows in Section 1.2 characteristics of the cloud is discussed. Section 1.3
discusses cloud services and models. Section 2 comprises issues related to the security and privacy of cloud
data. Section 3 includes a literature survey. Comparative analysis of security imposed in cloud computing is
shown in Section 4 and the whole survey is concluded in Section 5 with the future scope.

1.2 Characteristics of cloud
Cloud computing provides appropriate, on-demand service access with pooled configurable

computing assets which can be (systems, servers, storage, applications, and facilities) that might be promptly
released and provisioned with nominal administration strength or service provider interface. Being a service
provider of cloud computing doesn’t mean just adding IT properties, it means providing tactical, essential
information technology. This cloud model is composed of five essential characteristics [1].

1.2.1 Provide On-demand resources:An end-user can unilaterally provision computing competences, for
example, server period and storage of network, as desired spontaneously deprived of requiring consumer
collaboration with every cloud service provider (CSP).

1.2.2 Wide network access:The cloud competencies are widely accessible above the network also retrieved
over and done with standard mechanisms that endorse usage through various thin or thick customer raised
areas (e.g. tablets, laptops, cell phones, and terminals).

1.2.3 Resource pooling: Computing resources provided by service providers are pooled together to oblige
several clients with a multi-tenant prototypical, thru dissimilar virtual and physical resources vigorously
allocated and reallocated as per the demand of the customer. There must be the wisdom of location freedom
as the consumers usually take no control or awareness over the particular site of the delivered assets
nevertheless might be capable to stipulate location by an advanced level of generalization (such as., nation,
public, or datacentre). Illustrations of assets comprise storage, handling, memory, and network bandwidth.

1.2.4 Swift elasticity: The capabilities can be provisioned and released elastically and some cases comprise
spontaneously, to measure swiftly apparent and hidden adequate with demand. Towards the user, the
provisioning of abilities offered unlimited and can be adapted to any extent at every time.

1.2.5 Pay-per-usage services: A Cloud structure spontaneously regulatesand improves resource use for
metering capability at selected level of generalizationsuitable to the sort of package (e.g. storage, processing,
bandwidth, and active customer accounts). Resource practice can be examined, measured, and informed,
providing pellucidity for the provider and user. These characteristics are used by the different service models
of cloud which provide services as per user demands. The next section covers all the services provided by
cloud systems.

1.3 CLOUD SERVICES AND MODELS
1.3.1 Cloud computing as a service

Cloud computing used as a service to its clients and introduced its services through different service
models. The models of cloud computing such as software, platforms, and infrastructures available as services
of the web over the Internet, and clients of these services are unaware of the physical place of wherever these
services are executed. The businesses get hardware and software assets as services from the providers. Cloud
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computing defines differently by each organization and service provider. E.g. "a prototype for permitting
abundant, suitable, on-demand system access to a pool of shared configurable resources of computing ( for
example, servers, storage, network, services, and applications) which can be quickly released and
provisioned by least efforts of management or interaction of service providers" defined by the National
Institute of Standards and Technology (NIST) [1].  Buyya, Broberg, and Gościński stated that the cloud
computing services distributed into three modules such as Software as a Service SaaS, Infrastructure as a
Service PaaS, and Platform as a Service PaaS, the management tools and content of these services is better
illustrated in figure 1 [2].

Figure 1. Services of Cloud Computing

1. Software as a Service (SaaS)

SaaS model also refers to as a service-oriented model. It works on a pay-per-usage basis and provides
two types of services which are application and process-oriented services. In this model to access the
applications through various client devices, a program interface can be used. The infrastructures such as
operating systems, servers, networks, and others are not managed or controlled by the consumers. Content of
services provided by SaaS is all application-based which includes social networks, video processing, CRM,
and the web browser used as the management tool.

2.  Platform as a Service (PaaS)

Independent platforms besides each kind of supports is provided by this model to all the consumers,
testers, designers, and developers and don't allow interfering with other platforms. It also provides an
atmosphere wherever applications stay prepared to develop and installed. The clients of cloud consume the
delivered platform, for instance, programming languages and Oracle-based databases, deprived of disturbing
about the essential information like the configuration and needs of hardware and software.

3. Infrastructure as a Service (IaaS)

IaaS contains properties of scalability and elasticity also provides support such as operating system,
storage, and networking. This cloud service is used by the consumers where they can deploy and run
arbitrary software which can include operating systems and applications. With the underlying cloud
infrastructure the consumers have control over the deployed operating system, application, and storage

Services

SaaS (Service
Provider's

Responsibility)

PaaS (Service
Provider's

Responsibility)

IaaS (Subscriber's
Resposibility)

Management
Tools

Web Browser

Cloud
Expansion

Environment

Virtual Structure
Manager

Content of
Services

Application Based

social Networks, Video
Processing,  CRM

Platform Based

Programming
languages,

Frameworks, structured
Data

Infrastructure Based
Firewalls, Data

storage,  Servers, Load
Balancers



A Survey of Cloud Computing Security Issues

185

however the cloud base is not controlled by the customers. This service provides raw computing, storage,
and operating services where cloud users can build customer service and application.

The next section illustrates the deployment models of cloud which have been classified by the NIST and
divided into four types of models such as public, private, community, and hybrid cloud models.

1.3.2 Cloud deployment models

The cloud services and deployment is an important aspect of cloud computing. These services are
deployed in different infrastructures to provide a better platform for cloud users as per their requirements.
This has been classified by dividing the cloud infrastructure into different classes. These strategies provide a
baseline for how to best use cloud computing [3].

1. Public Cloud Model

Public clouds can be used and accessible by all cloud users. It provides scalability and resource
sharing.  The public cloud is controlled and operated by CSP and provides services to users via the internet.
for example social networking websites, most of the Google services.

2. Private Cloud Model

This model of cloud computing provides a distinct and secure cloud-based environment that can be
operated by specified users only. It doesn't allow any unauthorized access and managed by the organization
or third party users. Most of the companies host their private reserved clouds which are accessible merely
through the internal users of the company. Private clouds enhance the confidentiality of data by creating
facilities available solitary for interior customers. For example Amazon virtual private cloud.

3. Community Cloud Model

The services of this model are provided by organization communities having common interests and
needs. They work in a multitenant environment and managed or controlled by either organization or CSP.
For example Google Apps for the government like all the police stations inside a province working a
particular cloud designed for distributing logs with a single pursuit boundary used through all police stations.

4. Hybrid Cloud Model

This cloud platform is a composition of two or more clouds such as (private, public, community
clouds). It provides the clustering of different resources also enables application and data portability. The
concept of hybrid is preferred predominantly for cost efficiency besides scalability. E.g.: an organization
keeping all its confidential figures interior and outsourcing added non-critical loads towards public clouds.

The use of all the services provided by the cloud makes the user more concerned about their security.
The more data is shared over the different platforms of cloud increase the chance of data breach during
transmission and storing. The security and privacy issues are detailed in the next section.

2. Issues Related to Security and Privacy of Cloud Data
As per concern above the security of cloud keeps growing, this one has to turn out to be precarious for

providers of cloud services to exist and validate their capability to defend consumer data. The supreme
mutual resources to achieve this are to acquire reliable safety authorizations and inspections for potential
businesses.

2.1 Data Confidentiality issues
Confidentiality refers to make the data or information of a user confidential and does not allow the

unauthorized disclosure of information. The CSP of a cloud environment has the responsibility to make the
user's data confidential and provide protection from disclosure to unauthorized users or intruders but in some
cases CSP itself contains some untrusted or dishonest members who can view and make an unauthorized
alteration in the user's confidential or private data [4].  The main issues related to cloud data confidentiality
are:

2.1.1 Multi-Tenant Platform: The major issue in a cloud environment because it works on a multi-tenancy
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model where the number of similar devices is shared among the multiple independent users and this may
lead to the accessibility of data to all the cloud users. This environment opens up data stealth possibilities.

2.1.2 Insecure APIs: When the cloud usersdeploy their data on the cloud every CSP generates an API for
reference. API's contain all the design and architectural related details of cloud users that can be accessible
by attackers who can design different attacks by using that information.

2.1.3 Leakage of Data: Customer's data stored on cloud away from their location and the second concern is
data moving to a multi-tenant environment that may lead to data leakage to the third party user or attackers.

2.2 Integrity related issues
In a cloud, environment integrity implies that the data should be securely stored on cloud servers that

cannot be compromised or altered by any malicious users or service providers. Any delete or update
operations by the unauthorized user lead to losing the integrity of data. Since the cloud data is shared via the
internet or accessed by web browsers so the web-based attacks are more prone to change the data integrity.
Cross-site scripting, SQL injection and Spoofing attacks are some examples of attacks that occur due to loss
of integrity.

2.2.1 Data Manipulation: It violates the accuracy and correctness of user data by altering or manipulating it.
Cloud users store their data on cloud servers that can be accessed rarely and the cloud servers are shared by
all that results in the data may be modified maliciously. The accidental errors made by administrators make
the adversaries design attacks over the servers.

2.2.2 False computation on remote servers: Due to the hidden computation details to the cloudusers it is
hard to judge the computation executed with good integrity and it may lead to false computation results and
unfaithful servers storage [1].

2.2.3 Cloud data outsourcing:Itis done at the CSP end that leads to threats for integrity. It can delete or
modify the part of the user's data and this fact cannot be detected by the users even when it is sent
incomplete to the client it remains undetected.

2.3 Availability related issues
Enterprises that offer cloud services must provide on-demand availability of data to their cloud users.

It is a major concern of cloud security but availability to third party users may lead attacks.

2.3.1 Distributed denial-of-service DDOS: Distributed denial of service (DDOS) attack caused the
unavailability of data to the clients. The attacker compromises the system and sends a huge amount of
ambiguous requests to the cloud server.  In some cases, CSP itself supports attackers in letting the system
resources compromise.

2.3.2 Easy accessibility of cloud: It leads to available services and resources to all the cloud users due to its
multi-tenancy feature this may open the opportunity to attackers for data compromise.

Several security issues that most of the cloud users consider being concerns or serious concerns. Most
prominent concerns were related to being fully dependent on a cloud service provider. This may lead to
raising the number of risks; the next section presents some of the risks related to security issues.

2.4 Risks occur while using cloud services
As all the cloud users arereliant on a cloud service provider’s security assertions and observes is

added security fear. Leading, insufficientcontrols of security provided by cloud service provider
mightthreaten the security principles as confidentiality, integrity, and availability of assistancedata.
Moreover, abandoningresistor to the cloud service provider mighteffect in harm of authority and
corporealcontroller over registereddocuments and data [5]. Significant security consideration is essential in
six addedexplicitregions of cloud computing
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2.4.1 Security when data in transit.

When data is in motion or actively moving from one location such as from a local storage device to a
cloud storage device is considered to be less secure. When traveling via a network to network or through
internet effective data protection measures for in-transit data are critical.

2.4.2 Security when Data at rest

Data at rest is inactive data and this data is not moving from one device to another or one network to
others. It is considered that the data which is stored on networks or any devices at rest is less vulnerable than
data in transit but still attackers find it a more valuable target to attack.

2.4.3 Cloud legal and regulatory issues.

When the cloud service provider cannot provide their compliance evidence with the relevant
requirements or does not permit audits by the cloud then the investment of customer's in achieving
certification is lost. These legal and regulatory issues are considered to be a great risk for customers.

2.4.4 Robust separation between data belonging to different customers.

If the separation control fails it may lead to data leakage. This failure can be used by an attacker to
gain access from one organization's resource to another user's or organization's assets or data.

2.4.5 Authentication of users/processes/applications.

Malicious actions of insiders who are working in the organizations can cause damage. These activities
can be performed by either or both customer organization or provider organization. When the authentication
is not properly monitored by providers leads to risk.

2.4.6 Incident Response.

When there is a lack of control over detection, reporting, and subsequent management of data
breaches by the cloud provider then these incidents impact the customers and it may lead to a great risk for
the providers and customers.

These risks and security parameters are considered by some of the researchers in their researches.
Some of the techniques, methodologies proposed by recent researches are discussed in the next section to
improve the security risks by several cryptographic schemes.

3. Related Studies

Data security in cloud computing using Hierarchical CP-ABE (cipher text policy based attribute-based
encryption) technique for the access control defined in document [6] by using RSA and Blowfish algorithms
for data encryption and decryption to maintain data confidentiality. Hierarchal CP-ABE encrypts all
attributes which are assigned to users to provide integrity of data. This approach provides scalability and
flexibility for access control and prevention from SQL injection attacks. This approach removes the
limitations of scalability and flexibility of existing CP-ABE based policy.

Paper [7] discovers Byzantine fault tolerance algorithm with AES algorithm. A three layer system
structure model is used in their proposed approach first layer designed as OTP authentication module for
cloud user authentication and user permission, second layer manages the encryption of user’s data by AES
algorithm and the third layer designed for faster data recovery by using Byzantine fault tolerance algorithm.
This approach ensures the security of data at each layer.

Hybrid Improved cipher block chaining with Genetic algorithm encryption security service. Authors
in [8] detailed in their approach that multiple keys are used and one key generation by hybridization
improved cipher block chaining and another with genetic algorithm. This approach fulfill three objective of
minimum execution time, reduction in storage space by converting content into binary form and better
encryption security by hybrid Improve block chaining with GA.

A model for authentication and multi-tenancy related threats of cloud computing is proposed by using
ECC (Elliptic Curve Cryptography) and used Kerberos authentication protocol to improve the authentication
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security. They have studied multi-tenancy issues related to each cloud model such as PaaS, IaaS, SaaS. This
model also introduced a Resource allocation manager based unit system model (RAMU) for protection from
multi-tenancy issues and authentication of users by using five step model of resource allocation [9].

Hybrid encryption algorithm for data security in cloud a hybrid algorithm used the two existing
algorithms RSA and AES. The objective of their research was secure upload, secure download of data and
secure usage of encryption keys over the cloud. Approach proposed by authors in [10] used 1024 bits of
RSA and 128 bits of AES so private key cannot be guessed and hybrid algorithm approach enhance the
security of text files and for uploads or downloads required private key that cannot be guessed by intruders
due to high security feature of Hybrid algorithm.

In [11] research describes the speed of RSA algorithms increased by using multithreading scheme on
latest multicore CPU’s. In this approach the encryption and decryption done as per the number of blocks.
The multithreaded approach reduced the complexity of computation and enhances the speed of RSA. This
model compares the encryption time of sequential and parallel models, this approach also showed that the
multithreaded or parallel model is more effective and reduced computation cost.

Inter cloud communication by using RC6 and AES algorithm researched by [12] demonstrates their
flexibility in secure transaction over cloud. This approach is an efficient secure framework of user cloud.
Their experimental results show that the idea they have used is superior in relations of key randomization, by
means of private key and offers good provision to cloud server to consumer, user to user and user to cloud
server.

In [13] authors developed an approach of RSA algorithm of advancedefficacy and TPA meant
forvalidation of the files which executeoperation over cloud. Added, they also use the digital signature
arranged that TPA to validate the source and more over relate on the HMAC utility for hashing the value of
key over the cloud. The tentative outcomes proved that digital signing algorithm and RSA is extra effective
than former signature algorithm.

In paper [14] authors focused on the integrity authentication for outsourced information over the
cloud. They merge the encrypting mechanism alongside by integrity authentication approach. They used an
asymmetric and hashing cryptographic algorithm. This paper proposed an ElGamal encryption algorithm and
SHA- 256 (SHA-2) hashing algorithm. These are used for guaranteeing data storage precision on untrusted
server.

Paper [15] gives an idea of Virtual Machine migration framework centered on hash based validation
code and Diffie-Hellman key exchange procedure for authentication. Their work confirmed the frame
consuming security investigation. Adding up, the recommended framework they have used is a protected and
efficient process to VM Migration in a two-party relocation model.

The data security problem of hospital cloud database is solved by introducing a P-AES algorithm in
literature [16]. The P-AES algorithm is improved version of AES algorithm with high efficiency. This
algorithm is successfully applied on the information system database of hospital and with the experimental
results it proved that the P-AES algorithm has the greater efficiency of encryption and decryption compared
to previous AES algorithms and suitable for processing of long data. While hybrid algorithm provides the
security and protection to the data which is stored at the medical cloud database and also improve the privacy
of patient’s information. With this great idea of P-AES algorithm it has some limitations too with Encrypting
only text data cannot apply on data such as images, pictures or videos and can only encrypt data using 128
bit key. Data privacy and data utility has the major role in processing huge data in cloud platforms that
attracts the infrastructure which support big data applications.

Document [17] implements a model of anonymization based on privacy preservation using K-
anonymization criteria and combining Grey wolf optimizer and cat swarm optimization (GWO-CSO)
algorithms for the preservation of privacy in big data before sending it to cloud. This research protects the
privacy of users with proper data utilization with optimization based algorithms which improve the
performance of anonymization based algorithms. The user data is saved in K-anonymized database and
requests are processed to collect records from original database. The records are analysed to hide the
information for better privacy and are categorized using K-anonymization criteria then GWO-CSO
algorithms are applied for constructing K-anonymized database where K duplicate records are created within
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original database. So this approach provides accuracy in maximum classification with minimum data loss
and more data privacy.

4. Comparative Analysis of Security Imposed in Cloud Computing

Cloud computing provides its services to users via service delivery models but this cloud platform and
its delivery services are exploited by attackers. This may violate the data security and privacy of cloud
platform , by focusing on these exploitations different security methods made by using existing security, key
exchange algorithms. For example the cloud communication is protected by using secured key exchange
algorithm RC6 and data has been protected through AES algorithm [12].  The privacy of user has been
protected by optimization based algorithm [17]. The hybrid of data encryption algorithms and key exchange
algorithms has been contributed in existing data protection schemes. The recent security ideas are
summarized in (table 1) and a comparative analysis is made on the bias of used algorithms, security
parameters and related issues. Table 2 shows the comparative analysis of imposed security algorithms on the
basis of different parameters such as security, time complexity, flexibility and privacy.

Table 1: Comparative Analysis of Existing Security Methods

Researched By Idea Related Algorithms Security
parameters

Issues Covered

VishakhaM. Shelke, John
Kenny [6]

Hierarchical CP-ABE RSA and Blowfish Confidentiality

Integrity

Authorization

Scalability &

Flexibility of data

Navia Jose, Clara
Kanmani A [7]

Byzantine fault
tolerance algorithm

AES Authentication Data
recovery

Mahalakshmi Jeyabaluy,
Kuppusamy
Krishnamoorthy[9]

Hybrid Improved cipher
block chaining with
Genetic algorithm

Genetic Algorithm

and Hybrid Algorithm

Integrity

Confidentiality

Space Complexity

Time complexity

Himel Dey, Rifat Aslam,
Hossain Arif  [11]

ECC and Kerberos
protocol, RAMU

ECC algorithm Authentication

Availability

integrity

Multi-tenancy

Vishwanath S Mahalle,
Aniket K Shahade  [8]

Hybrid Encryption
Algorithm

RSA and AES Authentication

Confidentiality

Integrity

Security during
upload/download
of files

Purnima Gupta, Deepak
kumarverma [10]

Multithreading scheme RSA Confidentiality Computation
Complexity,
Encryption Time

Bhute & Arjaria [12] Secure inter cloud
communication

AES and RC6 Confidentiality

integrity

Flexibility in inter
cloud
communication

Patel and Patel [13] RSA higher efficiency
algorithm and TPA

RSA, TPA, HMAC
function

Authorization

Authentication

Improve
authentication
using HMAC with



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242

190

integrity TPA

Panimalar & Subhashri
[14]

ElGamal encryption
algorithm and SHA-
256 (SHA-2)

SHA hashing
algorithm

Integrity

Authentication

Availability

Data storage
correctness and
integrity
verification

Majhi [15] Authentication in
Virtual Machine
migration

Diffie-hellman and
HMAC

Confidentiality

Authentication

Integrity

Improve VM
migration

Fenghua Zhang et. al. [16] P-AES algorithm and
Hybrid Algorithm

AES and RSA Privacy

Confidentiality

Improve privacy
and time
complexity for
encryption and
decryption

Suman Madan & Puneet
Goswami

[17]

(GWO-CSO)
algorithms and K-
anonymized database

Grey wolf and Cat
Swarm optimization
algorithms

Data privacy and
data utilization

Maximum
classification
accuracy and
privacy with
minimum data loss

Table 2. Comparision between imposed security algorithms

Different

Parameters

AES RSA Blowfish ECC RC6 SHA Optimization

algorithm

Confidentiality ✔ ✔ ✔ ❌ ✔ ❌ ❌

Integrity ✔ ✔ ✔ ✔ ❌ ✔ ❌

Availability ❌ ❌ ❌ ✔ ❌ ✔ ❌

Authentication ✔ ✔ ✔ ✔ ❌ ✔ ✔

Authorization ✔ ❌ ✔ ❌ ✔ ❌ ✔

Time Complexity ❌ ❌ ✔ ❌ ✔ ❌ ✔

Flexibility ✔ ❌ ✔ ❌ ❌ ❌ ✔

Privacy ✔ ❌ ❌ ✔ ❌ ✔ ❌
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5. Conclusion and Future Scope
Cloud computing comprises facilities for users through the effective employment of shared resources.

Despite its effectiveness for cloud consumers along with cloud service providers, its occurrence is slowed
down by numerous security issues. This paper extant a short survey of security issues, risks, and literature
contributions directing at the security of the cloud. These security issues embrace cloud data security and
cloud services. We also study the security methodologies used by the researchers and analyze their
contribution in terms of idea used, imposed algorithms, security parameters, and covered security issues.
Moreover, a comparison among the imposed key exchange and cryptographic algorithms made to analyze
their effects based on parameters as security, time, flexibility, and privacy. We also investigate that a large
number of privacy and security algorithms, intrusion detection techniques require agreement by CSP. Our
future research would be based on the classification of attacks based on virtual machines, storage, network,
and application. It will be motivating to investigate all the related countermeasures and limitations. We will
also explore different intrusion or threat detection models.

References
[1]. Shruti Chabbra, V.S. Dixit “Cloud Computing: State Of The Art And Security Issues.” ACM Sigsoft

Software Engineering            Notes, Volume 40, March 2015

[2]. Mell P.M. and Grance.T “The NIST Definition of Cloud Computing.” In Computer Security
Publications from the National of Standards and Technology (NIST) , 2011.

[3]. Buyya, Rajkumar, James Broberg, and Andrzej M. Goscinski, eds. Cloud computing: Principles and
paradigms. Volume 87, 2010.

[4]. SrijitaBasu, Arjun Bardhan et. al. “Cloud Computing Security Challenges & Solutions-A Survey.”
Annual computing and communication workshop and conference (CCWC), February 2018 .

[5]. Manju Sharma , SadiaHussain and Shazia Ali  “Cloud Computing Risks And Recommendations For
Security”. International Journal of Latest Research in Science and Technology (IJLRT), Volume 6,
January-February 2017.

[6]. Vishakha M. Shelke , John Kenny “Data Security in cloud computing using Hierarchical CP-ABE
scheme with scalability and flexibility” International Conference on Smart City and Emerging
Technology (ICSCET), November 2018.

[7]. Navia Jose, Clara Kanmani A " Data Security Model Enhancement In Cloud Environment." IOSR
Journal of Computer Engineering (IOSR-JCE), Volume 10, Mar. - Apr. 2013

[8]. Vishwanath S Mahalle, Aniket K Shahade  "  Enhancing the Data Security in Cloud by Implementing
Hybrid (RSA&AES) Encryption Algorithm." International Conference on power, Automation and
Communication (INPAC) , October 2014

[9]. Mahalakshmi Jeyabalu_y, Kuppusamy Krishnamoorthy " Hybridization of ICBC and Genetic
Algorithm for Optimizing Encryption Process in Cloud Computing Application Service." Fundamental
Informaticae, Vol. 157, January 2018

[10]. Purnima Gupta, Deepak kumar verma, Aswani Kumar Singh"  Improving RSA algorithm using multi-
threading model for outsourced data security in cloud storage" International Conference on Cloud
Computing, Data Science & Engineering (Confluence) , August 2018

[11]. HimelDey, RifatAslam, HossainArif  “An Integrated Model To Make Cloud Authentication And Multi-
Tenancy More Secure " International Conference on Robotics,Electrical and Signal Processing
Techniques (ICREST), February 2019

[12]. S. Bhute and S. K. Arjaria, “An efficient AES and RC6 based cloud-user data security with attack
detection mechanism,” Volume 3, 2016.

[13]. K. H. Patel and S. S. Patel, “Implementing Digital Signature with RSA Encryption Algorithm to
Enhance the Data Security of Cloud in Cloud Computing” Volume 4,  2016

[14]. A. P. S and K. Subhashri, “Securing Outsourced Data On Cloud Using ElGamal Cryptosystem”, 2017.



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242

192

[15]. S. K. Majhi, “An Authentication Framework for Securing Virtual Machine Migration”. Intl.
Conference on Advances in Computing, Communications and Informatics (ICACCI), September 21,
2016

[16]. Fenghua Zhang, Yaming Chen, Weiming Meng and Qingtao Wu, “Hybrid Encryption Algorithms For
Medical Data Storage Security In Cloud Database”. International Journal of Database Management
Systems (IJDMS), Volume 11, February 2019.

[17]. Suman Madana, Puneet Goswami, “A novel technique for privacy preservation using K-anonymization
and nature inspired optimization algorithms”. International Conference on Sustainable Computing in
Science, Technology & Management (SUSCOM), 2019

Author’sBiography

Ms. Priyanka Singh received her Bachelor’s degree (B.Tech) in Information
Technology from GGSIPU, New Delhi, India. She is pursuing her Master’s
(M.Tech) in Information Security from AIACTR affiliated with GGSIPU,
New Delhi, India. Her primary research area is in Network Security, Data
Security, and Cloud Computing. She has communicated survey and research
papers in conferences.

Dr. Manju Khari an Assistant Professor in AIACTR, Under Govt. Of NCT
Delhi affiliated with GGSIP University, Delhi, India. She is also the
Professor- In-charge of the IT Services of the Institute and has experience of
more than twelve years in Network Planning & Management. She holds a
Ph.D. in Computer Science & Engineering from National Institute of
Technology Patna and She received her master's degree in Information
Security from AIACTR, formally this institute is known as Ambedkar
Institute of Technology affiliated GGSIP University, Delhi, India. Her
research interests are software testing, software quality, software metrics,
information security and nature-inspired algorithm.

How to Cite
Singh, Priyanka, and Khari, Manju (2019). A Survey of Cloud Computing Security Issues. International Journal of Machine Learning
and Networked Collaborative Engineering, 3(04) pp 182-192.

doi : https://doi.org/10.30991/IJMLNCE.2019v03i04.001



Vol. 03, No. 4,(2019),193–209, ISSN:2581-3242

International Journal of Machine Learning and Networked
Collaborative Engineering

Journal Homepage: http://www.mlnce.net/home/index.html

DOI : https://doi.org/10.30991/IJMLNCE.2019v03i04.002

193

Keywords
Cloud Computing;

Load Balancing;
OLB;

Genetic Algorithm.
GA

The Mechanism for Predictive Load Control in the
Implementation Framework through Genetic Intelligence

aT.Pushpalatha*, bS.Nagaprasad,
aAsst.Professor St. Ann’s Degree and P.G.College, Mehdipatnam, Hyderabad, Telangana, India

aPuhpareddy28@gmail.com

https://orcid.org/0000-0002-4354-4556
bFaculty of Computer Science and Applications, Tara Government College, Sangareddy, Telangana, India

bnagkanna80@gmail.com

https://orcid.org/0000-0003-2610-4281

Abstract
loud Storage is a pay-per-use range of resources. The consumer wants to
ensure that all requirements met in a limited time for optimal performance
in cloud applications that are every day. Load balancing is also crucial,

and one of the essential cloud computing issues. It is also called the NP-full load
balancing problem since load balancing is harder with increasing demand. This
paper provides a genetic algorithm (GA) framework for cloud load. Depending
on population initialization duration, the urgent need for the proposal considered.
The idea behind the emphasis is to think about the present world. Real-World
Scenario structures have other targets that our algorithms can combine. Cloud Analyst models the suggested
method. A load-balancing algorithm based on the forecasts of the end -to - end Cicada method given in this
paper. The result indicates the possibility of offering a quantitative workload balancing approach that can
help manage workloads through the usage of computer resources. The next generation of cloud computing
would make the network scalable and use available resources effectively.

This article introduces a new approach to genetic algorithm (GA) power loads. When trying to reduce
the complexity of a particular task, the algorithm handles the cloud computing fee. A software analyst model
evaluated the proposed method of load balancing. Results from simulations for a standard sample program
show that the suggested algorithms outperform current methods like FCFS, Round Robbing (RR), and local
search algorithms Stochastic Hill Climbing (SHC).

1. Introduction
Configuration consistency is one of the main problems in virtualization command of configuration.

There are large-scale load management studies, but cloud infrastructure is still an important topic, and
several research efforts are currently underway [2]. It comes from the generic cloud architecture, and the
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problem is natural. Also, with homogenous and dedicated resources, conventional charging equilibrium
algorithms can be used, so cloud computing does not operate effectively [3]. The complexity, complexities,
and flexibility of the cloud infrastructure are also growing but can not directly be applied to cloud
infrastructure with conventional load balancing algorithms.

Cloud Computing is a network infrastructure that provides customers with different needs with remote
computer resources to allow rapid growth in communication technology. Technology and installations,
production equipment development and tool testing[1, 2] are held. This distribution of resources is rendered
by energy suppliers. The second was named as "Internet Application Systems" (SaaS) and "Web Network"
respectively (SaaS),[3] while the first one was known as "Internet Service Infrastructure (Iaas). Cloud
storage is a cloud on-demand network that incorporates pay-as-go services (PAYG) [4]. Amazon, Microsoft,
Twitter, SAP, Oracle, VMware, IBM, and other major players are some of the main players of this
increase[1, 2]. The sellers are primarily IT firms. Two different headings are provided for the cloud storage
site. The first is the delivery of data by the way a typical cloud provider operates. This explains why three
primary SaaS, PaaS and IaaS forms are widely used [5, 6]. The other is the scale, relation, management and
complexity and visibility of the cloud model. The overview of the NIST provides four private, public,
community and hybrid cloud systems[7]. The NIST concept accepted by Cloud Networking Loading balance
relates to the way operations are distributed across the storage infrastructure of data centers to boost cloud
computing performance. The primary feature of load balancing, which is directed at the customer and/ or
service provider, and can be detected by the user, irrespective of any network operation.

1.1. The goal of the service firm
The service company's goal is to increase the turnover and distribute the available money efficiently.

The problem is divided into four stages representing a realistic approach to load handling.

 Load calculation: Load estimation is important to determine first the load imbalance. The workload
estimation includes different tasks to determine the process for the balance of numbers.

 Load start-up balance: when the loads for all VMs are specified if a discrepancy exists. And load
disequilibrium costs are higher in comparison to load harmony and load equilibrium.

 Selection of tasks: these steps would assign tasks based on information given in order to switch
from one VM to another VM.

 Work migration: after position selection from one VM to another, the work transition is started. In
the above steps, the algorithm must be maintained. In this post, we are proposing to use the honey
bee load balancing algorithm [4] to identify the automated cloud machinery operations.
The problem of load imbalance consists of an unforeseen occurrence on the part of CSP, damaging

machine service capability and reliability, along with a promise of service quality under the signed SLA.
Last balancing (LB) is relevant under these conditions and this is a subject which is of particular interest to
researchers. The load balancing can be accomplished in cloud computing on the physical device or VM stage
[2].

1.2. VM And Number of Test
A work requires the resources of a VM, which ensures that no new job requests are available as a

result of a number of tasks arriving at a VM. When such a situation arises, it is said that the VM is in an
overwhelmed state. At this moment, the operations are hungry or stalemated without a chance. Tasks on
other VM will then be moved to another device.
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Figure 1. Networks switches and physical machine

The way workloads are moved requires three simple steps: load balancing, which tests the current
load of the system, selection of resources and additional resources and migration of workload. Three systems
are used for these processes, commonly known as load management systems, service acquisition and activity
transfer.

2. LITERATURE SURVEY
Cloud computing is regarded as one of the latest in cloud computing technology and has not been

developed by universities but by companies. As an end-user program, this cloud platform provides
virtualized, unified and scalable resources. Indeed, it has a great advantage in promoting computing as a
company absolutely. There are thousands of machines. The manual allocation of resources is not possible in
the cloud environment, and so we focus on the concept of virtualization. Innovative choice for equipment
repair, approved software and staff training is offered by the cloud infrastructure. Cloud computing is
completely based on the Internet, with millions of web-based computers. Virtual computing provides server,
storage, software, network and more.

The virtualisation concept is versatile for the customers of the cloud services. Figure 2 shows the
paradigm for the cloud infrastructure architecture. The cloud storage principle is virtualization. Virtualization
incorporates huge computing power to maximize capacity. Foster et al. (2008) also proposed that there be
four levels of cloud computing. Patrick and other.

2.1 Framework layers caparison
The application layer comprises device resources, hardware resources and network resources. The

individual property layer includes hardware representation of the virtualization technique. The application
layer scans for end-users the malware container. The layer of the server includes the cloud interface. One of
the key issues with virtualization is load management. The main studies in the field of load balancing are
also an important topic, but cloud computing is also an important topic. Because Cloud is a common cloud
infrastructure and the problem is distinctive. The conventional load balancing algorithms can be used only
with normal engaged systems, so the cloud technology cannot operate properly. Other aspects of cloud
infrastructure, including complexity, complexities and flexibility, cannot be used explicitly through
traditional load balances in the cloud computing system. M. Randles et al. studied a decentralized strategy
for load balance with honeybees as a naturally inspired solution for self-relationship.

2.2 Network Theories
It regulates loads from neighbouring operations. The execution of the software is improved with a

broader range of functions, but the system size does not increase performance. This is better suited to the
circumstances under which a particular population of service users is required. Z. Emilia et coll. In a
transparent distributed computing system, a load balancing solution was implemented which songs in ant
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colony and dynamic network theories. This method overcomes heterogeneity, is versatile to different
environments, provides genius in defective tolerance and has a high adaptability that increases device
performance. Despite the consistency of a complex load balancing, this device uses small worlds.

A common load balancing technique for VMs in cloud computing has been implemented. This uses
world-wide state awareness to make load balance choices. Load balancing also improves average
performance and mitigating of faults is not considered. R. Hamilton et al. suggested a carton approach
combining the distributed rate control system and the load balance mechanism that acts as a cloud integration
management mechanism and utilizes the load balance to minimize cost and distributed resource assignment
limit A. Columbia et coll. To data centers with integrated cloud virtualization and storage Vector Dot
methodology has been implemented. The dot product is used to distinguish nodes from commodity
requirements.

Figure 2. Predicted Bandwidth requirement

The algorithm in the diagram aims to handle load balancing for capital delivery. Nevertheless, this
approach does not discuss the reduction of costs, i.e. the expense of the load allocation, which may take
longer than the actual measuring time. Few tests [H. A lot of Shan checks and so on. 2004] proposed
algorithms for the latency of data for internal data processing to decrease costs for the transfer and benefit
from reduced data transmission. Nonetheless, in order to optimize data distribution and migration via the
linear algorithm, this type of algorithm requires competing applications for data processing and migration to
enforce the master slave load balance, i.e. the main slave load balancing. However, this algorithm only
addresses static load balancing. It implies that the Lagrange multiplier is calculated to have an efficient
working weight balance algorithms based on the transmitted weight in Euclidean form. It works. The goal of
load balancing is that computer functions are synchronized over virtual computers. This only operates in a
uniform setting and does not run on heterogeneous grids. Building block is called a "calculation feature" to
reduce implementation time. In addition, makepan minimization is popular in distributed systems; we also
call it as NP-complete. This ensures that making-up cuts are not only an duty to balance loads, but also a
need to cope with touch costs.

3. PROPOSED SYSTEM AND METHODOLOGY

A relationship between network traffic and cloud computing load is established [3]. Cloud network
computer systems normally provide cables, such as Ethernet, for recovery and transmission. Bandwidth
metrics are known as the characteristics or network features of these systems. The bandwidth-package
transfer traffic volume thus specifies the capacities for the network connections. Little 's theory, which
focuses on the Queuing principle [3] shows also the connection between network traffic and cloud
management. The law of the small thing is that the number of items within a queue system is a total of the
average speed and time that is spent on a list. The Little Theory describes the link between the total amount
of traffic and the true number of network usage [4].
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3.1 Machine learning Algorithms with BSP Paradigm
The distributed ML typically uses a BSP model for distributed processing such as Spark and Graph.

The computation process requires a number of T super stages, separated by a synchronization firewall, for
BSP. Super stage is used to define a series of operations for two synchronization limit cycles. In each super
step both measuring nodes perform simultaneous iterative calculations. Enter and wait for a sync barrier.
Application parameter modifies and moves the global configuration parameters to all computer nodes prior
to the completion of equations and accepting behaviour for all computer nodes. Both machine nodes then
pass through the next gap with the alignment boundaries. Using this syncing tool, the ML parallel algorithm
of the BSP model can be serialized to ensure global consistency and accurate execution of the algorithm.
This syncing tool is possible.

3.2 The efficiency of the BSP machine model
If an unbalanced cluster load occurs the performance of the BSP model machine will decrease

significantly. The Ho study shows, for example, [22] that if an LDA model operates on three BSP devices,
the synchronization barrier can be up to 6 times more than iterations. However, Chile’s work [17] indicates
that, even for cluster load balancing, the unpredictable performance time needed for each node during the
training process may often lead to delaying other nodes. DSP requires two inadequate SSP threshold control
schemes and the modification of the dynamical stallion so the cluster load can be altered in some situations,
thus eliminating the issue of straggler. The threshold for DSP stylization is low, but it does indicate the
cluster load balance. The Straggler problem cannot be solved, as when the device nodes are added the DSP
does not completely match the cluster load. The

threshold limit analyzes are given below.

3.3 DSP-based load equilibrium adaptation method
Once all the calculation notes are changed synchronously and the iterative amount of testing of each

of the device nodes is calculated by the use of the output model the controller mechanism gets the output
process using the Ganglia system control unit.

Figure 3. System Architecture Design
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Figure 4. System data centre loading

Technologies for development in hybrid grid and cloud infrastructure[14] reduce operating system
duration and overhead management. To tackle both the budget and the timing of the problem. This method
produces stronger results in a shorter period. Linked types of subjects were considered[16–19].

Figure 5. Flow diagram of system

A-DSP provides a load balance adaptation approach based on the DSP. A-DSP (Adaptive-dynamic
parallel Synchronous). The priority function was regarded as the key QoS parameter in a cloud system job
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planning algorithm. Indeed, this approach tackles three main issues such as grinding, coherence and
maquillage. The goal has been determined, and the recommendation of the algorithm has been followed.

A-DSP Caffe is well known with its fast training and easy to explain interface and its solid learning
structure. Caffe does not however endorse the Caffe ML version transmitted. This article introduces a Caffe
based distributed ML model using the concept A-DSP and Parametric Server.

4. PREDICTION AND SIMULATION METHOD

The structure is shown in the column. The main components of the parameter system are the central
management structure, the application unit for performance monitoring, the centric synchronous control unit
and the redistribution function structure. For the control of global model parameters, the traditional
parameters management architecture is used. It interacts with computer nodes through the management of a
thread series and monitors the output and number of iteration of computer nodes per process cycle. The
Cluster Control Module receives and handles data from all system nodes in real time.

The complex synchrony control and allocation module adapts the low threshold w, the stalk
thresholds and the distributed operating charge mi to determine the performance of each device node using
techniques. Computer nodes: the following are the primary components of the data processing panel,
calculation panel, design board and board for the output monitoring.

Programming servers Servers. The following iterative training repeatedly takes the system node until
an end condition is reached when a distributed ML model is developed based on an iterative convergence
algorithm. The composition data sets for reproducing any processing node are the same fixed scale for the
conventional work on the distributed ML model.

Figure 6. Aggregates of sample data

Further calculations at fast nodes are allocated by promptly shortening the measured sum to the time
of individual iteration between nodes by means of the iteration of each computing node, thereby effectively
raising cluster load and this configuration exercising. Adapt FR assigns less slow node time and more fast
node calculations. The working load array logs the number measured in Algorithm 1 with the next iteration
of the calculation node. Three machines, each with one program and database moves, are included on the
Web level. Just across the water from the opposite thirds. It expresses in the traffic matrix arising from the
lack of interaction of all operator pairs.
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Figure 7. A basic design with three stages.

The code has been transferred to the manager of the dependence system and the independent review
of activities. It receives the work and checks whether it is completely isolated or needs several jobs. The
interrelationships of various tasks are checked, if several tasks are involved. The associated work queue and
another work queue are being considered. The scheduler is told about the job positions to prepare childcare
after childcare.

4.1 The load balancing in the IWRR

The addiction work queue may cover tasks based on the other VM tasks. So long as all the tasks of the
child are fulfilled in this list, the parent role is allocated to the VM while each tail has specific tasks. A single
queue and dependency functions are given for the scheduler. The scheduler selects the best computer based
on the IWRR algorithm. This planner gathers the information of the resource manager. It tests the processing
power of the VMs and then uses the proposed algorithm to evaluate the appropriate VM for the related task.
Indeed, every VM contains detailed information on the Work Execution, Working Pause, and Job Warding
List. The job execution list contains the latest roster of jobs while the Job Delay Roster contains temporarily
suspended working roles in the system. The Work Wait List contains the employees waiting for a certain
VM; however, for each Task Execution, Job Pause List and Job Wait List, estimates of the most commonly
used VM for each worker are collected.

The less used VM data is then forwarded to the planner. In order to collect all its resources, including
the number of processing elements and processing capacity, the resource manager meets all VMs.
Furthermore, based on its allocated computer resources, this resource planner calculates each VM 's weight.
The optimized memory is also specified in each of the VMs.

4.2Load Balance measures with percentage from VM

Load Balancer measures the proportion from office to VM level. When the ratio is lower than 1 then
the VM will be labelled for the work; the VMs' work execution list is then used to evaluate load on will. If
the application is below 20%, the least used VM is allocated and the programmer is informed of the right
VM for the job. Until the right VM is found the job will be assigned to this Server. The computer services
are integrated data centres which also include host and VM with correct computing components. The funds
are checked for idleness and heavy load in order to move demand from work efficiently to an suitable
location.

5. RESULTS

The order below shows that the calculation power of heterogeneous VMs is maximally to lowest.
More workers are assigned to higher capacities in homogeneous workplaces in heterogeneous environments.
When one VM discovers that the load balance completes all its assigned tasks, it calculates the group 's high-
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charge VM and tests the completion time for other positions in the VM which is moderately loaded and least
loaded. The WRR takes into account the relation between the VM capacity and the overall VM capabilities
and assigns proportionately to VM work if all work current in extremely loaded staff are done by the less
loaded one in the shortest possible period. That's the next move. The LDVs would be assigned long jobs, so
that the time of completion is delayed, based on the previous equation.

Figure 8. relative L-2 Error

The scheduler shall then calculate the estimated completion date of each of the loaded VM and shall
apply to a VM with the actual completion date for the estimated time. Therefore, the least probable depletion
period was determined from the above calculations in one of the VM, which was then assigned to the
function of this VM. At the end of the project the load balance in the IWRR with the working life. Often
ideal for heterogeneous data centres in regions.

Figure 9. Index of X- Indicates matrix

The Cicada specialist algorithm developed strong diurnal task weights. Almost every weight is given
the algorithm 24 hours earlier.
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Figure 10. Results CDF

Included are the instruments below. The data storage module enables the subtraction of individual
computer nodes to be stored. The node reads the exchange load already exercised. Within this text, there are
proposals to adapt to the dynamic allocation of workload within order to address the question of load
balancing in the distributed ML model research due to an extremely unequal load cluster. Adapter will
minimize load variations between nodes by effectively adapting the increased working node load to the
complexity of the calculating results of each replication.

Figure 11. Speed of prediction calculations

The performance of the algorithm of the Cicada estimate vs. when a story comes up, the amount of the
history has to be taken into account. Cicada takes less than 10 milliseconds for a projection in all but one
case.

5.1 The job migration in the IWRR algorithm

Due to the powerful static and dynamic pre-preparation algorithms, the work migration in the IWRR
algorithm is very limited in determining the most suitable VM for all functions resulting from Figures 13 and
14. However, in the shortest possible time, the load balancer did not consider further optimizing to complete
the mission.
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Figure 12. CDF 2 Spatial Variations

The SSP needs several workouts, each of which is done by a default slowest node. In order to modify
local model parameters, the global model parameters are then satisfied.

Figure 13. Index X-2

The degree of synchronization problems frequency is reduced and the cost of testing of the SSP model
is reduced. At the same time, can we guarantee that all other node updates in [0,C-s-1] and some updates in
C-s, C? Are incorporated into the Local M model? Increased rigidity degree s? s-1] in which C represents the
total iteration amount and guarantees the simultaneous application of ML algorithms.

5.2 Comparison of both activities postponed and cumulative idling period

Delayed tasks are more than the other algorithms so the IWRR has a higher average idle time. The
move was triggered by the shift of more duties to the higher capacity VMs. U Even if the efficiency of PE is
higher, a space-free CPU / PE can perform only one operation at any time. If another job has been assigned
to the same server in order to reach its higher processing capacity, then the work must wait until the
completion of the mission. It increases the number of continuous cumulative operation in the IWRR
algorithm. In the other two algorithms, however, only lower VMs are assigned to employees without
specifically estimating their likely completion time in specific VMs. In RR and WRR the work and total idle
time for both projects are less delayed. Yet for WRR and RR algorithms the static and dynamical
programmer did not consider task lengths. It takes the capital and the working list that has been reached into
consideration. This helps the load balancer improve time and converts work from higher-powered VMs to
lower-purpose VMs. This intern performs greater job migrations in the WRR and RR algorithms. This sum
of role migration is therefore large for the smaller number of resources of the WRR and RR algorithms.
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Figure 14. Virtual Switch network results

This form of reservation will be displayed. The VOC model is then good for writers to agree that it
does not include a variety of patterns in the trafficking of software (quotations [37] and [61]). The system is
not a subcontracted system cluster. This model makes groups with over-subscribed virtual machine contacts,
as shown in Figure 14. The VOC model requires two more parameters.

Figure 15: Error

The calculation reveals that the violation of SLA enhancement is less than 0.286. Fig.15 points out the
effects of the JCR with and without SVM. The effect of JCR with SVM is defined by the Redline and the
effects of JCR without SVM are defined by blue line. The figures show that the growth in JCR is above
0.538.
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Figure 16. Error Second

A Stale Parallel Synchronous Machine idea was suggested to fix the problem of the BSP trailblazer.
In order to provide more robust consistency synchronization solution, the SSP uses iterative-convergent
algorithms, essentially the malfunctioning tolerance. Pentium is standard SSP-based ML architectures.

Figure 17. Error Three for Peak demand.

By supplying the system with the requisite workers, the optimum JCR is achieved. A sort of mystery
is the true life of the fulfillment. This is due to the increase of the ratio between VM and host given the
supply of work. Therefore jobs are split equally, and the rate of fulfilment declines with the rise in
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production work. For every rise in the VM, energy consumption is increasing and thus the rise of the HVR
violation declines. This concept has one drawback.

Figure 18. CDF 4 Relative error fraction

It is an example of the topology of egoistic networking. The greedy placement algorithm will also use
the rate 1 method for placing J1 and J3, as the tasks J2 and J1 with the rate 10 are put on the path. The ideal
location avoids this direction by increasing J1 and J2 on the direction at rate 9. Production improvement in
conjunction with three alternative placements, graded into small and medium implementation.

Figure 19. Optional Placement

Cicada's efficiency improvements are equal to those of small applications in large applications,
implying that Cicada well supports huge network-intensive applications. (There are not exactly the same
findings after that experiment in Figure 19, as the network has moved more between the two experiments).

Figure 20. Oversubscriptions Factor
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Impacts on the demand duration by using the ground-truth data and not Cicada estimates, as seen in
Figure 20. Cicada proposes in this regard to build applications for approximately 55%-75%. The average rise
of 11 – 18% and 25 – 26% is limited to the number of applications that Cicada has updated. These are
similar to the numbers written.

Cloud Computing is a philosophy of technical management and Internet data delivery, defined as a

"model for universal and easy on-demand network access, which can be easily distributed using a
pool of configurable computer resources ( i.e. networks , servers , storage, applications, service).

6. CONCLUSION AND ENHANCEMENT IN FUTURE
The improved weighted round robin algorithm lets VM in and out of the best VMs. There are three

separate phases in the three specific circumstances of the atmosphere cycle. The initial placement focuses on
the strengthened weighted round robin algorithms that include employee MSV requirements based on VM
ability and necessary working time. Initial placement the dynamic scheduler is ready for all configured VMs
to take into account the loading and completion times. In one of the VMs, based on the above calculations,
the minimum possible completion time was determined for this particular place.

At the end of the game is the weighing gear for the weighted ring robin. The load spreads through all
areas until the assignment is complete.
VMs and all periods of idleness within the installations concerned (VMs). The performance results of the
study and experiments in this algorithm show that the enhanced ring rodal algorithm is suited for
heterogeneous testing of the other circular ring and the weighted algorithm. The QoS primary parameter
reaction times are named from this algorithm.

A number of PEs with dispersed device capability may also be found in heterogeneous VMs
participating in an improved ring robin phase. However, the load balance cycle can also involve changes in
the movement of labor between VMs and employees. The efficiency of the two algorithms will be further
increased.

During the working cycle, all employees involved in various algorithms were developed. Others will
contribute to the performance of different planning and load balance algorithms for the mission at any time.
In order to make results more consistent from various points of view, such approaches should be developed.
The comparable results of the three independent timing algorithms are to be obtained even for different work
arrival patterns.
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Abstract
he evolution of artificial intelligence boosts its usage in the private
sector, however the public sector seems to lag behind. There are
specific reasons which prevent the public servants and the citizens from

using this innovative technology. This paper first identifies the advantages and
potential challenges for the implementation of the artificial intelligence in the
public sector to prove its benefits. Afterwards, a gamification framework
called Octalysis is suggested as a technique to affect the intention of the
stakeholders to use the artificial technology. Octalysis consists of 8 core drives
that describe the types of motivations and the game elements that the ideal
gamified system should have. Finally, the Octalysis model is applied on an
existing chatbot of the public sector which is used to offer information about
the public administration of Dubai. The application of Octalysis results in the rating of the information
system regarding its potentiality of becoming a gamified system. Finally, several game elements are
suggested to improve the overall score of the system and help the users to adopt successfully the artificial
technology. The practical value of this paper lies in the fact that it suggests gamification and Octalysis as a
useful tool for decision makers that aim to adopt this technology in public organizations. Games could be the
next big thing in both entertaining and helping the public sector to use new technologies. Unless the public
administration adopts this exciting concept then the citizens will lose the opportunity to enjoy all the benefits
that AI will offer for the digital world.

1. Introduction
The exploration of the artificial intelligence (AI) began in the decade of the 1940s [1] [2] and

continued through the 2010s [3] [4] and beyond. The AI systems are operating without the participation of
the human element, by detecting, learning patterns and ending in logic decision-making [5]. Moreover, AI
refers to the ability of specific devices to think by examining their environment, analyzing the data and
acting towards the achievement of a successful goal [6]. The trend of artificial intelligence has been applied
in several sectors and became a topic of discussion for the scientific community. The public sector is one of
the late AI adopters, however at the moment, numerous countries decided to use AI due to its potentiality
[7].

The implementation of AI in the public sector features the design, editing and use of the appropriate
algorithms and technical methods that lead to the management of the public offices. Machine learning and
deep learning are two AI technologies who contribute in the management of big data. The public sector
benefits from the management of the big data because it helps in the identification of patterns that define the
decision-making in cost savings and re-use of the organization’s resources. The effectiveness of AI

T
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technology depends on the both quality and quantity of the retrieved data that the AI system uses to detect
patterns [8]. The more data the AI system gathers the more effective the output of the system will be.

The importance of the AI in the public sector is defined by the fact that the public personnel is not
always enough to monitor and manage all the transactions carried out in the public sphere. The use of the
social media in the public administration [9] produces a large amount of data that could be useful for the
public administration. The quantity of the social comments, the identification of public trends and other
factors, are data that the AI technology can handle and make decisions based on this information. In other
words, AI could take a central role in the governance of a country by monitoring the online behavior of the
citizens.

The use of artificial intelligence in the private sector is known to almost everyone that uses the client
services of various companies. For instance, there is almost always an AI call agent that answers technical
questions upon calling to report a technical issue with the internet services at home. Moreover, when
someone shops online, there are virtual AI agents that suggest the best commercial offers based on the
detection of shopping behavior patterns. While the private companies have found the value of the AI in the
transactions with the public, the research of the AI use in the public sector is still limited. The scope of this
paper is to explore the use of the artificial intelligence in the public administration by identifying the needs,
upcoming trends and challenges of the sector. The methodology is an exploratory research which will
present the most important concepts and analyze them from an information management perspective. The
contribution of this paper lies in the fact that the public decision makers will find how to use AI as a tool to
improve the decision-making and adopt this technology in the government.

2. Application of AI in the Public Sector
The implementation of the AI in the government is present in critical departments of the government,

such as the health care. In 2010, several hospitals in Great Britain used a disease surveillance system which
is based on machine learning technology [10]. The adoption of the machine learning algorithms was
successful, since the system managed to reduce the spreading of viruses. AI in the healthcare sector could be
a very helpful tool. Whether a researcher uses supervised or unsupervised learning algorithms, the output
leads to interesting results. Another critical condition sector of the government, is the national safety. The
usage of AI for security reasons could lead to the prediction of crime in the urban areas. In the early 2010s, a
police department in California adopted AI to find areas where criminal incidents would take place [11]. The
results were impressive, since the AI’s output contributed to a reduction of property crimes, up to 27%. The
probability that a criminal activity will occur, could be calculated based on the condition that another
criminal activity has already taken place. The machine learning algorithm of Baye’s Theorem, calculates the
probability of a hypothesis by taking into account prior knowledge [12]. In this case if we use the algorithm
of Baye’s Theorem, then we could end up calculating the probability of someone to act illegally. Baye’s
Theorem is defined as [13]:

P(h|d)= (P(d|h) P(h)) / P(d)

• P(h|d):  The probability that hypothesis h is true, based on the data d.

• (P(d|h): The probability of submitted data if hypothesis h is true.

• P(h): The probability that hypothesis h is true (regardless of the data).

• (P(d|): The probability of the data (regardless of the hypothesis).

For instance, it is assumed that 100% of citizens associated with illegal activity are in a specific
financial status. When another citizen is in the same status, it does not mean that this person has a 100%
chance of becoming a criminal. By taking into account the incidence rate (1/100000 and 1/10000 non-
criminals people with the same financial status worldwide) we submit data to the algorithm and retrieve
results about the probability of people with certain income to become criminals. The results will help the
police to monitor the annual income of people in an area and predict the potential criminal record profile of
those persons. Consequently, the police could plan the appropriate number of personnel that is required to
guard in the neighborhoods.

Another interesting example of AI application in the public sector, was implemented in the country of
Australia. The Australian authorities in charge of the tax services, created an AI bot that answers citizens
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questions for the taxes [14]. The result was an increase of first contact resolution rate to 80% [15]. The
chatbot systems consist of three elements [16]: A knowledge base, a chat engine interface and an interpreter
program that communicates with the interface. The citizen enters a question (data input) which is being
analyzed by the system and looks for a potential answer in the knowledge base. Then the system displays an
answer with the help of the natural language processing (NLP) and artificial intelligence. The value of the AI
chatbot system lies in the fact that the AI learns patterns from the human behavior and business information
for a specified business database. The citizens benefit from both those elements because the client service is
information driven without the unexpected factors of the human intervention. While this system is virtually
located, it could be physically installed in a real office. The suggested system would consist of a chatbot
system inside an empty public office which is connected to an internet of things (IoT) system. The citizen
will enter questions and several sensors around will measure his/her blood pressure/temperature, etc. In case
the sensor spots that the heart rate or blood pressure is high then it probably means that the citizen is feeling
angry due to issues with chatbot system. The sensors will transfer this type of information to an administrator
device, who will call a real public servant to come inside the office and answer the questions.

Of course there are other examples of AI application in the public sector as well. However, by taking
into account the advantages of the technology, it is important to find out about the challenges of the
technology’s implementation as well.

3. Challenges of AI in the Public Sector
The adoption of AI technology in the public sector is the first issue that the decision makers have to

deal with. There are case studies who prove the value of AI in the public sector. Nevertheless, what are the
factors that influence the successful implementation of the AI in the public sector? There are several scholars
that argue about how challenging the implementation of AI [17] is and how weak or unsuccessful the
implementation could be [18].

Security is a factor which absolutely affects the likelihood of implementing the AI technology. It is
common knowledge that the AI system learns from a behavior and makes decisions based on this
knowledge. What would happen if the system adopts a negative behavior [19] [20]? This is a serious issue
that could transform AI from a prediction tool to a destruction tool. Consequently, there should be a security
mechanism behind the AI implementation which defines the positive or negative behavior. Maybe an
ambient intelligent methodology or an IoT one which detects the human condition with the sensors. In this
case, sensor signals that detect a risky human condition could boost a mechanism that interrupts the
implementation of the AI process.

Privacy of the citizen’s data is a factor that the information technology personnel of the government
should also take care. The non-authorized access to the AI system could allow the loss or modification of
critical data. Especially, the issue of privacy is also discussed in the use of AI surveillance systems that act as
a monitoring system for very sensitive data [21].

Data quantity and quality are two additional factors that could influence the implementation of AI in
the public administration. The more data the system retrieves the more patterns identifies for analysis. In
sectors such as healthcare, the quantity of data is low [22] which makes the AI less effective. On data quality
level, the integration of data is a critical issue because there should be a connection between types of data in
the database such as demographic with clinical data [23].

Expertise is the next factor that will adopt the implementation of AI in the public sector. The value of
the AI system depends on the people who will design and modify its features. The lack of data scientists with
the appropriate skills, could reduce the development rate of AI in the public sector. The human resources
department of the government should offer a competitive advantage to hire the specialists.

At last but not least, the ethical issue of machines replacing the human beings [24] boosts reactions
from the employees and not only. Is a smart machine more important than a skilled worker? How many
public servants are going to lose their jobs? The fact that AI systems have no emotion and consciousness
[25] compared with the humans, poses the question if an emotionless entity could make decision about an
entity with emotions.

These are numerous challenges that are points of discussion for the public decision makers that want
to adopt the AI in the government. Moreover, there are other challenges related to the managerial side of the
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implementation such as economic and organizational changes. Since this research work is in process, more
details will be published in a next paper which will categorize and analyze each different challenge.

4. Adoption of AI in the Public Sector
The adoption of the artificial intelligence in the public sector needs a successful framework which will

foster both citizens and public servants to trust it. A potential implementation of the AI (Artificial
Intelligence) in the public administration could be adopted through a gamified technique. Gamification is a
methodology to use game elements in a non-game environment [26]. According to a research by Sailer,
gamification targets the motivational mechanisms and as a result of that, enhances the motivation [27]. The
concept of gamification has been successfully used in the public sector [28] and there is an ongoing
discussion about the transformation of the public services to a gamified environment [29].

On empirical research level, scholars have detected that gamification affects positively the intention to
use an information system such as the mobile banking services [30]. If gamification affects the intention to
use a new technological framework (m-banking) then why not using it to affect the potential usage of the AI
public information services? The suggested framework of this paper is a gamification model called Octalysis
which was developed by Yu-kai Chou [31].  The model features 8 core drives of motivation that are
associated with game elements.

A. Epic Meaning & Calling

This is the core drive where the player feels that he was chosen to implement something brave and
great. This type of person likes contributing in the community and that is why he/she spends a lot of time on
developing things for the community.

B. Development & Accomplishment

This core drives describes a player who wants take risks and likes to get trained.

C. Empowerment of Creativity & Feedback

This type of player intends to take care of issues by taking into account his creative skills and
moreover seeks for feedback about his actions.

D. Ownership & Possession

This core drive describes players who feel that they should own a virtual or a tangible asset.

E. Social Influence & Relatedness

This core includes the social features that the play player feels comfortable with. For instance, this
drive is related to game elements such as companionships, social reactions and competition.

F. Scarcity & Impatience

This core drive is related to the player who is not able of having instant access to an asset or the
access is very difficult.

G. Unpredictability & Curiosity

This is a motivating element of gamification because the player might remain logged in the game’s
environment because he is curious or cannot predict what is coming up next.

H. Loss & Avoidance

This is a motivating core drive which is associated with the loyalty of the player to the game’s system
because otherwise might lose something he considers valuable (e.g. data).
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Figure 1: Octalysis Model

The value of this model lies in the fact that by applying Octalysis to a system, the researcher could rate how
gamified is the system. Since gamification is crucial for the adoption of a new technology, then the rating of
an AI system could reveal its strengths and weakness on the intention to be used by its stakeholders. There
are several cities that have used AI systems to offer public services, one of them is Dubai that launched the
AI chatbot Rammas [32]. Rammas was developed by the Dubai Electricity & Water Authority and on 17th
January 2017 and is capable of communication in both English and Arabic. The development of the chatbot
was implemented on Google AI platform and its role is to receive requests from citizens, process the data
and make decisions based on AI techniques.

Figure 2 : RAMMAS chatbot system of Dubai

We tested the chatbot of Rammas by trying to make requests and interact with it to detect its gamified
characteristics. The tool to rate its performance on motivation level (8 Core Drives) is the Octalysis online
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rating tool which is available here: https://www.yukaichou.com/octalysis-tool/. The process of rating the
chatbot resulted in the total score of 95. Rammas seems to have few high rated gamified features, such as
Ownership & Possession and Scarcity & Impatience. The citizen by reading the answers of Ramma feels that
he should own or have access to some benefits that Dubai offers. Moreover, the content of the information is
sometimes limited and difficult to reach from the citizens, a fact that increases the Scarcity score. The other
core drives of Octalysis are somehow limited and the whole experience of the chatbot is not gamified
friendly.

Figure 3: Applying Octalysis for the rating of RAMMAS chatbot system

Our suggestion is that the city of Dubai could add game elements such as milestone unlocks and
boosters to foster the empowerment of the user. A powerful user could be a powerful citizen that will
appreciate this gift from the government. On Social Influence level, it would be interesting for the Rammas
to offer abilities for the user to share the received information on the social media. Friending and
companionships are some other game elements that the chatbot could offer to the citizens. For instance, if
there is a difficult question from the citizen then the system could display a virtual friend for helping the
person. Unpredictability is another core drive which the chatbot seems to have low performance. Game
elements such as Easter Eggs could increase the rating of this core drive. For an example, while the citizen
chats with Rammas, the system could offer an unpredictable opportunity for a live phone call with a real
public servant!

5. Conclusion and Future Scope
The paper discusses the use of artificial intelligence in the public sector by taking into account its

current applications and challenges of technology’s implementation. According to our research, the most
significant challenges are: Technology adoption, security, privacy, data quantity/quality, expertise and
ethical issues. The potential use of AI in the public sector will minimize the cost of the public expenses by
identifying behavior trends of the citizens and re-using available data assets.
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Gamification is a technique that should be taken into account seriously for the motivation of the users
to start using AI applications towards their interaction with the government. However, as a requirement the
governments have to invest time and money for testing other gamification models such as Octalysis. The
advantage of Octalysis is that it could be adopted easily even from people with limited academic
background. On the other hand, if other scholars try to prove empirically the academic value of each core
drive then a new framework will be created with less or more core drives.

The research agenda for the future usage of the artificial intelligence in the public sector should
include forthcoming technological trends such as blockchain and internet of things. The integration of these
technology trends in the public sector is the elixir for infinite issues such as lack of resources and allocation
of the public spending on buying new tools for the business continuation of the government.
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Abstract
In this paper, we provide an overview of the tool used in XSS detection. This tool helps
us to detect the XSS attacker. XSS is the malware which helps the attacker to attack in
any web-application and stolen the client data from the server, which the client or
customer is storage when even the fill form in that web application. We analyze a new
and efficient algorithm that helps us to secure the database for the server-side. The
Genetic Fitness Algorithm is used to secure the database for the server-side, there are
many algorithms like multi-path, crossover which is used to detect the XSS attacker
but this algorithm is not accurate and satisfied the database security. We will analyze
the genetic fitness algorithm and have many properties to achieve security for the database. It is complicated
for which it is difficult for any attackers to break the security and steal the data from the server site.

1. Introduction
In the web application, there are three most common type of attacker

SQL injection

XSS

CSRF.

This review paper is based on XSS attacker, XSS attacker sent the malicious link in the web
application, and with the help of that malicious link, all the personal data of the victim’s come to the attacker
web site.

This XSS attacker can steal the data from the abuse of the browser, and also stealing the data from
cookie’s data (which can be used to supplant the client’s session) and many other actions [4-6].

XSS is based like DOM, reflected based detection from which we are using fuzzy login similarly like
Namely, reflected, stored. my review project is related to the XSS detection based on stored based .my
review paper is based on XSS storage persistent [7-10].

2. Background
There are many hybrid algorithms like a gray box, browser-based, enhanced algorithm work in the

storage persistence in Stored (Persistent) XSS Attacks.

2.1 Main Purpose
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Cross-site scripting attack or XSS attacks is the topmost vulnerabilities which existing in web
application when the client enters their data. The main purpose of this paper is to protect the client data from
the XSS attacker with the help of the hybrid code analysis, when the XSS attacker sent the malicious to the
web application to encrypt the data on that time hybrid code scanner that web application and detected the
attacker and vulnerabilities and secure the database.

The attacker uses the XSS attacker to stolen the data from the storage of the server site to protect that
we are using the genetic fitness algorithm.to detect the Cross-site scripting attack or XSS attacks, XSS is the
topmost vulnerabilities existing in the Web applications The XSS attack when the victim is enter the
personal data.

This is the prime reason why XSS attacks are a live problem even though many detection approaches
have been proposed over the years.

This Genetic Fitness hybrid scanner is used to detect the XSS attacker and protect the client data from
the XSS attacker with the help of the genetic fitness analysis, when the XSS attacker sent the malicious to
the web application to encrypt the data on that time hybrid code scanner that web application and detected
the attacker and vulnerabilities.

3. Literature Review
B.B Gupta [1] in the paper We have proposed a novel defensive model in this paper which can

examine for the similarity between JavaScript string code embedded in the web page with the explicitly
available attack vector payload. Moreover, it also verified the user to access the services provided by the web
application. The observed results revealed that our model is able to recognize the XSS vulnerabilities on the
Hum hub with tolerable performance surplus. To detect XSS attacks, it analyses the extracted string value by
performing string analysis with the help of XSS attack vector repository. If string value is validated then,
web page is XSS free.

Prof Piyush A Sonewar [2] in the paper Based on the testing done and results obtained that web server
take more time to except the request of user .and find the data from the SQL, this is the approach to give that
to consume the time.

Boshen Chen [3] in the paper the method which they used to detected the malware attack and also
identify the attacker specially in CSS style, the malware which they hide in the webpage and accurately
detect drive -by-download as malicious had a few redirections in the form of iframe tags. Malicious pages
classified as benign had exploit codes in the contents of rst accessed URL. In this situation, the proposed
method cannot classify web pages correctly because it uses only the information of redirections.

Denny Alvarez.E [4] in the paper Colombian reality as we could survey in march of 2015 is far from
the ideal, According to the 2015 paper its serva that there is 80% attacker is analysis website atacker present
is based on the vulnerabilities Now a days normal techniques is used to hack the website and take the
information ,for this we use the security.

Hyunsang Choi [5] in the paper, IN this paper they are using black box which detect the XSS in both
the way static and dynamic also in this paper we can login to give a proper input in URLs  does not need to
crawl or fuzz URLs.  Phantoms, a headless browser to execute a JavaScript and detect XSS vulnerabilities

4. Methodology
To analyze the hybrid scanner with the genetic fitness algorithm.

This helps us to protect the database for the server site also in this hybrid scanner work along with
static and dynamic.

Static Analysis is used to find out the vulnerabilities and respond before the sources code
implemented
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Dynamic it is used for accurate for detecting the vulnerabilities and generating lower false positive
rate.

In hybrid it is used both static and dynamic also it detects the less false positive rate and also detect
the vulnerabilities

4.1 Fitness Algorithm
Using the hybrid scanner with the genetic fitness algorithm. The fitness function is used to calculate

the path and find out the shortest path, fitness algorithm is used to solving the measure problem evaluates the
vulnerable paths that a test case needs the presence of XSS vulnerabilities It is used to protect the Database
for the Server web application.

Hybrid Genetic Algorithm (Fitness) is more accurate and efficient than another Algorithm like
Metaheuristic, Multi-path, Enhanced.

5. Findings
If an input traverses all the branches of a vulnerable path, it means it has covered 100% of the

branches and is assigned the value 1. If it traverses 70%, it is assigned the value 0.7 and so on. Hence, our
fitness function is:

F(x) = ((Cpaths% + Diff) ∗ XSSp%)/100</

F(x): the fitness for an individual chromosome.

•    Cpath%: the percentage of branches covered.

•    Diff: the difference between the traversed and the

targeted paths.

•    XSSp%: the percentage of the XSS patterns file that the GA uses to cover a test path.

5.1. Algorithm
public int getFitness(Individual individual) {

int fitness = 0;

for (int i = 0;i< individual.getDefaultGeneLength()

&& i < solution.length; i++)

{

if (individual.getSingleGene(i) == solution[i])

{

fitness++;

}

}

return fitness;

}

5.2. Flow Chart Propose Methodology
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Figure 1. Flow Chart for Propose Methodology

A fitness hybrid scanner figure 1 is used to protect the data from the XSS attacker, when we use the fitness
hybrid algorithm in the scanner, then whenever the client uses the web application then the scanner links
with the personal site and it protects the server data. from the XSS attacker.

5.3. Block Diagram

Figure 2. The Xss Attacker Attacks the Web Application for Stealing the Victim’s Data from The Server Site

In this system Figure 2, it shows that whenever the xss attacker attacks the web application for
stealing the victim’s data from the server site, the fitness hybrid scanner protects the data from the attacker.
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5.4. Hybrid Scanner

Figure 3. Hybrid scanner using multiple scanner fitness hybrid scanners tools protect the data from the XSS attacker

In this figure 3, reason to use the hybrid scanner, because the hybrid scanner is justify everything
related to that URL or website like throat score, environment, av detection, etc also in the hybrid scanner
using multiple scanner fitness hybrid scanners tools protect the data from the XSS attacker in this tool static
and dynamic analysis .in static analysis is used to review of sources code prior to the program

5.5. Static Code Analysis
Using the static code analysis by the PMD tool helps us to find out bugs, vulnerabilities.
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Figure 4. Static Code Analysis

It is a static code analysis that I run in a PMD tool. It is shown in figure 4 which I use the HTML
command run the fitness algorithm.
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5.6. Dynamic code analysis

Figure 5. Dynamic code analysis

It is a dynamic code analysis which I run in J rat tool it is shown in figure 5, which I use the command
to run the fitness algorithm
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5.7. Static and Dynamic by Veracode With Plugin Recipes

Figure 6. Static and Dynamic by Veracode With Plugin Recipes

Results of the eclipse of hybrid form are used to run the code to analyze the fitness algorithm in this.util.java
library is used in arrays. It is shown that in eclipse tool code is running without and bugs and vulnerability
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Figure 7. Output of the fitness algorithm

In this output, it is showing that the fitness algorithm shown in Figure 7.

Show the accurate result and its performances are on the high rate

It is using full to protect the data from the server site

It is difficult for an attacker to break the fitness algorithm and access the data

Also, in this, there is less false positive

6. Conclusion
With the goal of enhancing the accuracy and the rapidity of the process of security evaluation in a

web application, the aim of my review project is to use hybrid code analysis with the genetic fitness
algorithm to detect the XSS attacker and protect the personal data which is stored in the server. Fitness
hybrid scanner is used to detect the XSS attacker and protect the server  data from the XSS attacker with the
help of the hybrid code analysis when the XSS attacker sent the malicious to the web application to encrypt
the data  on that time hybrid code scanner that web application and detected the attacker and vulnerabilities.
Limitation of this paper is that the genetic fitness algorithm is a very complex calculation in which it is
difficult to apply the algorithm.

7. Future Scope



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242

228

In the future scope, this algorithm helps to protect the data for the XSS attack or any other attacker
and also help to secure the server site in which clients data is stored a genetic fitness algorithm is
complicated in which it is difficult to implement if the calculation of the algorithm is short or if we can apply
some other method then it is easy to implement.
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Abstract
ngineering plays an unmistakable job in serving and progression of
social insurance. With the overall rise in population of over eight billion
globally all around the world which still continues to grow. With such

growing population rates, there arises a universal demand for long living along
with healthy and active lifestyle. To meet these requirements of human race
there is a strict requirement of such a discipline which makes the interaction of
engineering with the human body possible. This is provided by one of the
quickest developing fields of designing known as Biomedical Engineering.
Biomedical Engineering is an interdisciplinary methodology. It is a broad field
which involves an immense range of controls. Biomedical specialists (likewise
called bioengineers) utilize their sound information on maths and science to tackle wellbeing related issues.
Materials, devices and procedures are created by biomedical specialists that aides in avoidance or treatment
of ailments or restore patients. The field of biomedical designers incorporates specialization for
biomaterials; bioinstrumentation; biomechanics; medicinal imaging; restoration; and cell, tissue, and
hereditary building as indicated by the Biomedical Engineering Society.

In this paper we will discuss various introductory terms related to biomedical engineering and health care
industry which are actually amalgated together. We will further discuss the pros and cons of biomedical
engineering on health care industry. Devices and instruments which are used in biomedical engineering are
also discussed in this paper. This paper mainly focuses on some of the latest medical devices, instruments
and technologies like biosensors, biomedical signal processing, biomedical imaging and image processing,
bioinformatics and computational biology, health informatics, biomechanics, bio robotics, diagnostic,
cardiopulmonary systems engineering, and therapeutic systems, neural engineering, rehabilitation
engineering, variable and implantable technologies, micro and nano technologies, tissue engineering and
regenerative medicine, biomedical engineering in education industry and society.

A case study has also been included to support the understanding of the above technologies viz. a case study
on image-guided interventions. The discussion has been concluded with the observation that biomedical
engineering can be deeply integrated with healthcare and various devices and instruments can be designed in
order to cure various diseases. These devices are ergonomically designed.

1. Introduction
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Engineering assumes an urgent job by providing services in the healthcare industry, which brings
revolutionary advancements in the healthcare. As it is an interdisciplinary approach, so engineers from
various engineering disciplines have made their contributions, such as Biomedical, Computer, Civil,
software Chemical, Materials, Industrial, Environmental, Information, Electrical, Mechanical, and System
Engineering, and even the healthcare professionals like dentists, physicians, pharmacists, nurses, health
scientists and associated wellbeing experts who support, improve and advance the aspects of healthcare
through engineering approaches.

Biomedical Engineering truly justifies the term as it encompasses such a multi-disciplinary specialization,
with the common goal of doing advancements in healthcare with the efforts of engineering approaches.
There is no documentation for an exact definition of “Biomedical Engineering”. On the basis of their own
distinctive interest, focus and strength, each organization have proposed its program, so a clear description
of “Biomedical Engineering” by various program varies and a different definition/description of
Healthcare Engineering exists.

However, none of these descriptions reflects all dimensions of the discipline but certainly portrays the
various aspects of Biomedical Engineering in healthcare. Biotechnology generally truncated as biotech is
an expansive territory of science that deals with living systems and organisms. It is mainly used in
agriculture, food science and medicine. It is a growing branch just like computer science branch. As the
paper comprises of two main headings namely biomedical engineering and health care industry we will be
introducing these two areas in detail and later on their pros and cons.

The purpose of this paper is to present a clear definition of Biomedical Engineering with focus on areas
like Biomedical Engineering in healthcare as an area of research, academic discipline, a field of
specialization of biomedical tools and techniques in healthcare, and its prospects. [1, 6]

2. Biomedical Engineering
Biomedical Engineering is a recently created part of designing where standards and critical thinking

methods of designing are applied to science and prescription. All levels of human wellbeing and medicinal
services are improved by the progression in biomedical engineering. Structure and improvement of dynamic
and inactive restorative gadgets, orthopedicinserts, therapeutic imaging, biomedical sign preparing, tissue
and undifferentiated cell building, and clinical designing are a segment of the subdivided devotees of
biomedical designing. Designing in itself is an imaginative field, the starting point of thoughts prompting
everything from cars to aviation, high rises to sonar. Biomedical designing is the use of the standards and
critical thinking procedures of building to science and prescription. This is evident throughout human
services, from conclusion and examination to treatment and recuperation, and has entered the open inner
voice however the multiplication of implantable therapeutic gadgets, for example, pacemakers and fake hips,
to progressively cutting edge advances, for example, foundational microorganism designing and the 3-D
printing of natural organs. Biomedical engineers vary from other building disciplines that have an impact on
human wellbeing in that biomedical specialists utilize and apply a private learning of present day natural
norms in their development process. Parts of mechanical building, electrical designing, substance building,
materials science, science, arithmetic, and software engineering and designing are altogether incorporated
with human science in biomedical building to improve human wellbeing, regardless of whether it is a
progressed prosthetic number or an achievement in recognizing proteins inside cells.

There are many sub teaches inside biomedical building, including the plan and improvement of
dynamic and uninvolved medicinal gadgets, orthopedic inserts, restorative imaging, biomedical sign
handling, tissue and foundational microorganism designing, and clinical building, just to give some
examples.

1. Biomedical architects incorporate the information on science and prescription to break down and
devise answers for improving medicinal services regarding quality.

2. Coordinate the information on science and building to plan frameworks and items which can
substitute harmed body parts, for example, counterfeit organs and gadgets.



A Study on Biomedical Engineering in Healthcare

231

3. Devise types of gear for demonstrative purposes as experts in Bio-instrumentation applying
standards of gadgets and estimation. Information on top of the line figuring is significant in this
claim to fame.

4. Organize their work broadly with natural researchers, doctors and specialists, and scientific
experts to comprehend, translate and additionally examine natural frameworks which can be
imitated or encouraged through building developments.

5. Originate from specialized foundations like mechanical, compound, electrical or with foundation
in life systems, physiology, and PCs to make scientific models that recreate physiological
frameworks.

6. Apply biomechanics to restorative issues. Fake kidney, heart and hip are models.
7. Select living tissue and materials for embed purposes in the human body that are occupied with

the establishment, support and fix of biomedical offices.
8. Assess the prosperity, proficiency andviability of biomedical hardware Train work force for

utilizing the hardware [4]

2.1 Health care industry
Well-known axiom is "Wellbeing is riches". If wellbeing is lost, everything is lost. In the event that

wellbeing is lost, the ability to work is lost. Powerlessness to work prompts neediness and wretchedness.
Case can be that one is solid, he can do work to his full limit which thusly adds to his riches.
Consequently, great wellbeing is primarily an essential establishment on which our lives are manufactured.
Henceforth, wellbeing is a significant factor in one’s life. From basic man perspective, wellbeing is
essentially nonappearance of affliction and diseases. Yet, it is limited and uneven view. The term
'wellbeing' is substantially more complete. Far reaching meaning of wellbeing is – Good wellbeing is the
condition of all-round physical, social and mental prosperity of an individual, which empowers him to live
and work ordinarily and to oppose the negative effect of the earth. The different focal points of having
great well being can scarcely be overstated as it is genuine. Great wellbeing isn't just significant but
simultaneously is a significant element for an upbeat life. A solid individual can work and live without
anyone else. He/ She aren’t reliant on others. Likewise is in a superior situation to unwind and furthermore
can appreciate exciting life. He can appreciate life in its full hues. Then again, an undesirable individual
thinks that it’s hard to be glad and cheerful. In this way, there is an urgent need to secure great wellbeing.
It's an adage that great wellbeing can't be gotten; it must be, fashioned. Certain means are expected to
accomplish a decent wellbeing.

As indicated by numerous specialists and wellbeing pros', three fundamental elements achieve the
great wellbeing. They are:

a. Clean domain
b. Clean personality and
c. Good propensities

A spotless and solid condition is the fundamental prerequisite for good wellbeing. In any case, since
our whole condition is contaminated it is very incomprehensible. The water that we are drinking is dirtied.
The nourishment that we are devouring is tainted; likewise the air that we are breathing is a blend of earth
and toxic components. Our urban communities, towns and waterways have moved toward becoming
dumping grounds of squanders and rearing reason for perilous organisms. Until and except if this
contamination is avoided, our conceivable outcomes of securing great wellbeing may stay an inaccessible
dream.

The second most significant thing is including great individual propensities to gain great wellbeing.
Great propensities like rising early, keeping up close to home neatness, persistence in eating, exercises and
activities, satisfactory rest and rest, and so on are some of them. The mind controls our whole body. So,
thirdly, it is important to have a clean mind for acquiring good health. Specialists state that human
personality is so incredible that it can fix even the most serious sicknesses of the body, in case that it wants
so. Hopeful viewpoint, tranquil attitude, happy soul, chuckling, clean considerations, and so forth have an
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unimaginable effect in realizing great wellbeing. There is additionally a most extreme significance of
certain health programs.

These wellbeing projects are for the most part offered in the working environment to improve and
advance wellbeing and wellness. Aside from this, protection plans can offer them straightforwardly to their
enrollees. These program or plans permit enlisted boss to offer you premium limits, money rewards,
exercise centre enrollments, and different motivators to take part. There are such huge numbers of projects
accessible out of which a few models incorporate projects to enable you to quit smoking, diabetes the
executives programs, get-healthy plans, and deterrent wellbeing screenings. [5]

2.1.1 Advantages and disadvantages
Biotechnology enables us to search inside simply as we can seek the outside world for headway.

Concentrates that include the human genome have enabled us to see progressively about hereditary ailments
and a few malignant growths, making increasingly viable medicines for them – and some of the time fixes. It
has enabled us to investigate the purposes for certain birth imperfections to comprehend the significance of
folic corrosive. That makes it conceivable to expand normal human life expectancy.
Advantages: There are such huge numbers of advantages of biotechnology in medication. Additionally,
many energizing advancements have occurred over a couple of years recently, with proceeding with
innovative work around there. It is normal that lot progressively progressive thoughts and their executions
are being done to improve and upgrade human life. The present biotechnology is being utilized to create
needful antibodies, new assortment medications to battle extreme sicknesses, making xenotransplant
(transplant between species) organs, creating different nanomedical analytic methods, additionally deciding
causes of a specific infection.
Antibiotic through biotechnology: Alexander Fleming discovered penicillin, in the year of 1929 which
followed by the development of antibiotics. Fleming coincidentally found the anti-microbial when he
returned from a get-away and found that a green shape called Penniciliumnotatum had sullied Petri dishes in
his lab and were slaughtering a portion of the microscopic organisms he had been developing.
Counterfeit Lymph Nodes: The Japanese researchers have had the option to utilize biotechnology tocreate
fake lymph hubs. Immune cells are produced by these organs that help fight infection and are sometimes
affected in cases of cancer. The objective for the specialists is to fill these fake hubs with cells that can help
battle and treat explicit kinds of sicknesses, for example, malignant growth, HIV.
Battling Tooth Decay: There is an organization in Florida called ONI BioPharma that has had the option to
build up a strain of microorganisms called SMaRT. This bacterium is unequipped for delivering lactic
corrosive while likewise discharges an anti-toxin equipped for slaughtering the standard microscopic
organisms strain causing tooth rot. Swab a modest quantity onto the teeth for SMaRT to work which thus
makes wellbeing that goes on forever.
Spitting for Cancer: Now with the assistance of biotechnology, there is no compelling reason to do biopsies
to check for oral malignant growth. Rather it is feasible for an individual's spit to be tried. Here, malignant
cells respond to colours utilizing an extraordinary sensor. With fluorescent light saw under a magnifying
lens, the dental specialist would know whether an individual is having oral carcinogenic cells or not.
Contact Lens: There can be such huge numbers of explanations behind an individual that he may get visually
impaired. One of them is glaucoma. It's regularly connected to development of weight inside your eye. It is
commonly acquired and may not appear until some other time throughout everyday life. The expanded
weight, called intraocular pressure, can harm the optic nerve, which transmits pictures to our cerebrum. On
the off chance that the harm proceeds, glaucoma can prompt changeless vision misfortune. As weight works
behind the eye, retina cells become harmed. The University of California-Davis has had the option to create
contact focal point with conductive wires to check the pressure on a persistent premise. Moreover, these
contact lenses have the ability to check the eye’s fluid for people at high risk of developing glaucoma.
Sensory for Asthma: Several people die each and every year from asthma disease. Because the airways
become narrower, a person having an asthma attack cannot breathe properly and if not treated on an
emergency basis can cause to death. The University of Pittsburgh has utilized biotechnology in making a
prescription to frame a polymer-covered carbon nanotube which can examine even small measures of nitric
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oxide, gas which is delivered inside the lungs just before an assault. An astonishing thing about this is the
nano tube masterminded inside the gadget is multiple times littler than that of a human hair and still
incredibly delicate.
Recovering Nerves: Another case of headways in biotechnology in medication is the nanogel, which can be
infused as a fluid in the body which further recovers nerves. In this case, strands have peptides which send
the sign to immature microorganisms to deliver sound cells that help regrowth of harmed nerves.

Disadvantages: Biotechnology expands our capacity to proceed with this procedure at a quickened pace
and in a progressively coordinated way. With these integral assets comes an expanded capacity to do
incredible great yet these are dangers to the innovation. Irrespective of the fact that it is basic that
biotechnology is utilized capably and morally, it is similarly significant that these amazing strategies for
headway not to be sequestered because of unwarranted dread of potential unfriendly outcomes.

In the journey to create nature to its most extreme potential, many reactions of treating with nature have been
uncovered. With regards to biotechnology, the conceivable outcomes of symptoms can end up disturbing. [2]

Ramification to human health

GMOs in our nourishment takes into account more noteworthy herbicide and pesticide utilized after
some time huge numbers of which are known endocrine disruptors.

The Breast Cancer Fund has discharged a production, "Condition of the Evidence" that interfaces
natural poisons to bosom malignant growth. A portion of the pesticides that they recognized as causing
mammary organs to incorporate propazine, cyanazine, chlordane, methylbromide, malathion, and2, 4-D.

Lung disease: From the compound lined sack to the genuine substance, microwave popcorn is at the focal
point of lung malignant growth banters far and wide. Not exclusively are the pieces and oil likely GMO
(which the maker doesn't need to unveil), yet the exhaust discharged contain diacetyl, which is lethal to
people.
Spreading of new and more resistant "super weeds”

Spread of more upto date and progressively safe "super nuisances". Significant exchangingnations that
get the vast majority of the advantage from the generation and exchange of hereditarily adjusted harvests.
This may cause progressively geopolitical clashes.

 Possible damages to the environment.
 Extra expenses of naming whether items are GMOs or not. This may build expenses for

nourishment.
 Augmenting corporate size holes between nourishment delivering mammoths and littler ones. This

may cause a combination in the market: fewer contenders increment the danger of oligopolies,
which may expand nourishment costs.

 Bigger organizations may have increasingly political power. They may have the option to impact
security and wellbeing models (model: less stringent guidelines, measures and necessities).

 Harm to different life forms. For instance, qualities and their impact incorporated into a harvest
may end up being toxic to creepy crawlies (ruler butterfly harmed by GMO corns).

 Traditionally, in organic plants, Cross fertilization can happen at very enormous separations. New
qualities may likewise be remembered for the posterity of the customary, natural harvests miles
away. This makes it hard to recognize which yield field is natural, and which isn't, representing
an issue to the best possible marking of non-GMO nourishment items.

 Allergies may become very intense, and also, new allergy types may develop.

2.1.2 Tools and technology of biomedical engineering in health care
DNA sequencing

Modern biotechnology can’t be imagined without DNA sequencing. Biotechnologists hoping to
modify the characteristic features of cells, plants and animals must speak the same molecular language
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because the entire biology revolves around the DNA containing instructions. DNA consists of four basic
building blocks, also known as bases and the process which is used to determine the particular order of bases
in a DNA strand is known as DNA sequencing. There has been a significant reduction in the DNA
sequencing cost because, in 2003, the complete human genome was published.

Benefits: Sonia’s mother died of a genetic disease which was fatal and rare as soon as Sonia had just
completed her graduation in law.

It was determined through DNA sequencing that the fatal mutation was also passed on to Sonia from
her mother Sonia carried the deadly mutation as well. But Sonia along with her husband Rishabh decided to
fight against the fatal disease instead of surrendering herself in front of the situation as it comes and they
have successfully graduated from Harvard today, stillin the race to discover a fix to her disease. It was
possible only through DNA sequencing that Sonia could become pregnant because doctors were able to test
which of her eggs have the mutation or not. While the study of genetic blueprints don’t reveal much about
genetic mutations in most people but the DNA sequencing has enabled the medical breakthroughs which
provides support to our health.

For instance, DNA sequencing made it workable for specialists to follow Ebola pandemic
progressively in 2014 and pharmaceutical organizations are quick to structure such new enemy of malignant
growth drugs which focus on individuals with a particular DNA transformation. Field, like customized
medication which is one of the altogether new fields exists because of the DNA sequencing innovation.

Risks: There is no harm in simple DNA reading, but it is the foundation for all biotechnology in the modern
world. As they say, knowledge is power, and so is the misusing of DNA information could cause direct
consequences. While bioweapons can’t be made alone by DNA sequencing it’s also rare to envision
pursuing organic fighting without doing the examination of the genes of deadly or infectious cells or
viruses.

An individual’s own DNA contains ancestral information, information related to family and medical
conditions so this DNA information is being considered as private and personal and including an individual's
DNA signature in the data collection done by corporations and government are increasing. The use of such
databases makes it possible to easily track or discriminate people based on their medical records which are
private.

For example, in the movie GATTACA, a tragic vision of things to come is shown. Even if done
without a proper and valid purpose, it is not acceptable to supply his/her own genetic information to a person
itself. This is evident by the dispute happened between the FDA and the direct-to-consumer genetic testing
service 23andMe.Moreover, DNA testing has given way for certain ethical issues, whether to carry the fetus
or not if it is found to have genetic mutation during pregnancy.

Recombinant DNA

The advanced field of biotechnology owes its reality to the control or recombination of DNA by
researchers in a test cylinder, and today this alleged 'rDNA' impacts practically all parts of society.
Recombinant DNA devices enable specialists to pick and hence extract those proteins from their original
context that may be considered important for health and industry. Extracting a protein in a species makes its
manipulation simpler, such as in E. coli bacteria. This allows for the reproduction of it in tremendous
amounts by researchers, improving properties by engineering it, and/or transplanting it into another species.
Most of the Modern biomedical research today, many best-selling drugs, even the clothes you carry, and
many of the foods you eat is dependent on rDNA biotechnology.

Benefits: In simple words, rDNA reshapes the world we live in. Without having the option to do a study of
proteins and cells with rDNA and tools, such as PCR, which assists researchers to copy-paste DNA in a test
tube, all modern advancements are impossible in the medical field. rDNA is being used increasingly to
develop many direct products such as drugs and vaccines.

For instance, insulin which is widely used in the treatment of diabetes today is produced by
recombinant DNA. In addition to this, it is interesting to know for cheese lovers that in the West, most of the
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hard cheese is produced by the ingredients provided by rDNA. Genetical modification of many important
crops is done to produce high yielding crops, grow without pesticides, or withstanding environmental stress.
In humanity’sendeavorsto adjust the environmental changes going on at a rapid rate, researchers feel that
rDNA and GMOs will play a very important role, as they face the unforeseen threats of climate change.

Risks: The invention of rDNA is advantageous yet risky as the innovators of rDNA themselves
warned their colleagues and the public about the perils of this innovation. For example, they had a fear that
the rDNA which was derived from the bacteria which is drug-resistant could escape from the lab and
threaten people with infectious superbugs. Moreover, recombinant viruses that are used for introducing
genes into the cells in a petri dish may infect the researchers. Although measures for safety and regulation
have been put in place, still, there are safety and security concerns that some reprobate scientists or
bioterrorists can misuse rDNA to produce bioweapons. For example, in 2006 researchers took 3 years to
develop poliovirus from scratch, and accomplishing the same is a matter of a few weeks today.

DNA synthesis

DNA Synthesis offers the advantage of having total control of specialist over the last item. For truly
understanding, what the genome is, some scientists believe in developing it from its essential structure
squares and scratch development of DNA is too expensive and practically inefficient, but researchers
completely synthesized the bacterial genome and injected it into a living cell in 2010. Since then, scientists
have developed very bigger genomes, and the GP-Write project has been launched recently with the ultimate
goal of manufacturing an entire human genome chemically.

Benefits: The motive of complete genome synthesis appears to be more achievable with the costs
reduction and technical advancements. DNA-based data storage or human cells that are insusceptible to all
infections are some of the incredible applications of DNA synthesis. Prof. George Church of Harvard has put
forward a method to overcome the extinction of certain species such as the woolly mammoth, the passenger
pigeon or even Neanderthals using DNA synthesis technology. There is one such company which expects to
use DNA synthesis technology for editing pig cells and thus transplanting their organs into humans.
Researchers recently demonstrated how efficient option is DNA for data storage by storing a movie type file
in the cell genome.

Risks: DNA synthesis has also invited certain ethical concerns and controversies. For example, with
the announcement of the GP-Write, its organizers were criticized as some thought that genome synthesis by
humans can create troubles and is like to playing God. For example, it would not be moral to blend Stephen
Hawking's genome and transplant it into cells? In spite of the fact that there is no innovation to do as such
yet, and GP-Write pioneers have quit creating human genomes in living cells, yet at the same time, there is a
request that with the appearance of cutting edge innovation, well moral discussion occurs. Moreover,
integrating DNA in a modest way could make it conceivable to effortlessly make bioweapons or different
annoyances, as once exhibited by a virologist when he made the horsepox infection (smallpox causing
infection) with DNA that he acquired on the web (It ought to be noted, in any case, that to make the
horsepox infection, alongside different fixings, uncommon types of gear and profound specialized skill is
required). [3]

Biosensors

A biosensor is a scientific gadget, utilized for the identification of a compound substance that joins a
natural part with a physicochemical locator. Information accumulated utilizing biosensors is prepared to
utilize biomedical sign handling methods as an initial move toward encouraging human or robotized
understanding. The body conveys feeble electrical sign, which should some way or another be caught and
changed over into data that can be utilized by a social insurance specialist. With the advancement of the
EKG, for instance, engineers figured out how to disengage a little and loud sign dirtied by a different sign
from the body to give a constant presentation of the action of the heart. In the region of imaging, the solid
attractive field utilized by MRIs precludes the utilization of anything metal related to this important
symptomatic instrument. So biomedical designers have created MRI-perfect cathodes and other
instrumentation that permits, state, a patient with epilepsy to be checked for changes in EEG movement
during an MRI.



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242

236

Biomedical signal processing

Data is always conveyed by our bodies about our wellbeing. This data can be caught through
physiological instruments which can quantify pulse, circulatory strain, oxygen immersion levels, blood
glucose, nerve conduction, mind movement and so forth. Customarily, such estimations are taken at explicit
focuses in time and noted down on a patient's diagram. Doctors need to regulate these qualities however in
reality extremely fewer qualities are seen during their rounds and treatment choices are made dependent on
these segregated readings, which should be considered. Biomedical sign handling includes the examination
of these estimations to give helpful data whereupon clinicians can settle on their choices.

Biomedical engineers are finding better approaches to process these sign utilizing an assortment of
scientific recipes and calculations. Working with conventional bio-estimation apparatuses, the sign can be
registered by programming to furnish doctors with continuous information and more noteworthy bits of
knowledge to help in clinical evaluations.

Patient › Signals › Processing › Decision

Above relationship shows how patient gives a various physiological signal which is then processed by
applying several of mathematical formulas and algorithms and later on decisions are made regarding health
based on those particular readings.

Cardiopulmonary system engineering

The cardiopulmonary system (heart (‘cardio-‘) and lungs (‘-pulmonary’)) includes the heart, blood
vessels and blood, blowhole, trachea, bronchi and lungs. These interdependent systems are responsible for
picking up and carrying oxygen to the cells of the body and transporting and discarding carbon dioxide.
Examples of biomedical engineering in this area are the artificial heart, stents and pacemakers.

Diagnostic and therapeutic systems

Diagnostics systems in healthcare are used for biomedical diagnosis. The process of medical diagnosis
is used to examine which disease or medical problem has lead to visible symptoms and indications in a
patient. The term therapeutics is derived from the Greek word therapeutikos. The meaning of therapeutikos
is ‘inclined to serve’. Broadly speaking, therapeutics refers to serve and caretaking of a patient completely to
prevent them from diseases and manage their other specific problems.

Therapeutics (care and treatment) is done to a patient to prevent them from and fight their diseases or
removing their injury or pain. Methods or devices of diagnostic and therapeutic systems are to be
implemented by different specialists, yet they are developed together often. The examples of many devices
developed for diagnosis and therapeutics include devices such as pacemakers, hemodialysers, ventilators,
infusion pumps and deep brain or spinal stimulators. These devices attempt to provide therapy for pain as
needed or build up or replace certain unfavorable physiological functionalities, in some cases. This area of
healthcare requires interacting with the people in the medical community which is very critical. Medical
devices that are truly helpful can’t be developed alone by engineers if they do not work closely with medical
scientists and physicians who are fully involved in this medical environment.

The engineers in this field identify the actual needs to narrow down the target set by research efforts
and thus help to bring products with advanced diagnostic and therapeutic capabilities into the market.
Biomedical engineers who develop the diagnostic and therapeutic systems are concerned with the practically
oriented research i.e. instead of finding the characteristics of say, Cardiac arrhythmias; their approach is in
the direction of developing specific tools to detect such arrhythmias. For instance, at Philips, a distinguished
team of engineers is working on decision support systems for clinical use by physicians that will help them
to utilize the entire data collected on a routine basis as patients are being monitored every now and then.

Presently, physicians are actually able to consider less than 1% of these values as they do their
analysis. The proposed support systems would collect the data from various devices, read that data then
analyze it and hence determine or predict if the problem is critical and sends the alert to hospital staff if
required. A meaningful analysis for review could also be provided to implement the appropriate therapeutics
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to the physicians.

3. Conclusion and future prospects
The biomedical specialists as often as possible work in innovative work or quality confirmation.

Biomedical architects structure electrical circuits, programming to run restorative gear, or PC reproductions
to test new medication treatments. Furthermore, they plan and manufacture fake body parts, for example, hip
and knee joints. In financial terms medicinal diagnostics market worth triple each year.

Different progressions in restorative imaging and therapeutic diagnostics are changing the manner in
which drug is rehearsed these days. New therapeutic gadgets, emerging in the exploration research centres of
biomedical architects around the globe, have totally adjusted the way by which infection and injury are
managed by doctors, expanding the quality and length of human life. The eventual fate of the biomedical
building is attached to both the issues and deterrents we find and advances and accomplishments in fields
like science, materials science, and science. [12]
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