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Abstract   
uring the Fourth Industrial Revolution, artificial intelligence is being widely 

applied in a variety of fields. However, in the current agricultural model, humans 

are still used as the primary labor force, which is costly in terms of both finance 

and human resources. Furthermore, each region's typical fruits, particularly 

pineapple, have a rather complicated ripening period. It is difficult to control and manage 

hundreds of hectares of land. As a result, in this paper, we propose using deep learning 

models to aid in the identification and detection of ripe pineapple growth stages in order to 

ensure that care and harvesting are completed on time. 

 

1. Introduction 

Revolution 4.0 is a highly combined physical and digital hyper-connected system with a focus on the 

Internet, Internet of Things (IoT) and Artificial Intelligence, which creates entirely new production 

possibilities and has a profound impact on the economic, political and social life around the world. This 

Fourth Industrial Revolution has four major features, one of which is Artificial Intelligence and Cybernetics, 

which allows people to control remotely without regard for space or time constraints, as well as interact in a 

faster and more accurate manner. 

Artificial Intelligence (AI) is quickly becoming one of the most anticipated scientific fields, as it has 

the potential to benefit a wide range of industries. Agriculture is one of the industries where Artificial 

Intelligence is becoming more widely used and yielding significant results. Unmanned electric tractors, 

automatic egg harvesters, soil moisture meters, and automatic vegetable irrigation machines are examples of 

AI applications in this field. In particular, many international studies have shown that the use of AI can 

greatly increase the accuracy of diagnosis, limit the use of pesticides and ensure food safety, making farming 
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more efficient, sustainable and adaptable to climate change. For the reasons stated above, the use of high 

technology in the pineapple agricultural model is ideal. 

A Convolutional Neural Network (CNN) model called YOLO (You Only Look Once) is widely used 

for object detection. The Yolo algorithm is created by combining convolutional layers with full-connected 

layers, where convolutional layers extract features from input images, and full-connected layers predict the 

probability and coordinates of the objects. With this system, high accuracy and speed can almost always be 

achieved almost in real-time. As a result, we propose using the YOLOv4 model in detecting and identifying 

the pineapple ripening period. 

2. Related Work 

Artificial Intelligence in general, and Computer Vision in particular, is one of the key technologies of 

the Fourth Industrial Revolution that scientists are particularly interested in researching. Some of the most 

well-known applications of computer vision are as follows: utilizing large data sets accumulated overtime to 

train recognition models; using machine learning, deep learning techniques to assist in object detection and 

recognition; developing image classification systems. 

Researchers, in particular, are now very interested in the application of high technology in the 

agricultural industry to assist farmers in their daily work, increase productivity and product quality, and thus 

promote the sustainable development of agriculture. The following are some notable studies: The paper 

"Fruit Detection System Using Deep Neural Networks"[1] proposes using Convolutional Neural Network 

(CNN) algorithm to train a fruit recognition model; Redmon and J.Farhadi propose a method for detecting 

different growth stages of apple using YOLOv3[2]; Byoungjun Kim1, You-Kyoung Han, Jong-Han Park, 

and Joonwhoan Lee1 published a paper titled "Improved Vision-Based Detection of Strawberry Diseases 

Using a Deep Neural Network"[3] in which they propose using Deep Neural Networks (DNN) to improve 

vision-based strawberry disease detection; Jose Luis Rojas-Aranda, Jose Ignacio Nunez-Varela, JC Cuevas-

Tello, and Gabriela Rangel-Ramirez collaborated on a project to classify fruits for retail stores using Deep 

Learning techniques[4], specifically the Convolutional Neural Network (CNN) algorithm, to improve fruit 

classification accuracy. A single RGB colour, an RGB histogram, and the RGB centroid from K-means 

clustering are used as model inputs. According to the findings, the overall classification accuracy for fruit 

without plastic bags is 95%, while for fruit with plastic bags is 93%. Joseph Redmon, Santosh Divvala, Ross 

Girshick, Ali Farhadi with the paper "You Only Look Once: Unified, Real-Time Object Detection" [5], 

propose a new approach to object detection. Consider the object detection problem to be a regression 

problem for spatially separating bounding boxes and associated class probabilities. A single neural network 

predicts bounding boxes and class probabilities directly from full images in one evaluation. Since the whole 

detection pipeline is a single network, it can be optimized end-to-end directly on detection performance. 

Guoxu Liu, Joseph Christian Nouaze, Philippe Lyonel Touko Mbouembe and Jae Ho Kim with paper 

"YOLO-Tomato: A Robust Algorithm for Tomato Detection Based on YOLOv3" [6, 40, 41] use an 

improved model based on YOLOv3 to inherit features for more compactness and accuracy. The model 

replaces the traditional rectangular bounding box (R-Bbox) with a circular bounding box (C-Bbox) for 

tomato localization. The new bounding boxes can then match the tomatoes more precisely, and thus improve 

the Intersection-over-Union (IoU) calculation for the Non-Maximum Suppression (NMS). 

The proposals and projects listed above demonstrate that, in the current agricultural industry, 

scientists and researchers are very interested in researching and applying Artificial Intelligence in general 

and Computer Vision in particular, especially in the field of using algorithms such as CNN to extract image 

features and attribute descriptors of fruits. 

3. System Architecture 

The system for recognizing and detecting pineapple fruit ripening is based on computer vision 

technology and image processing techniques, using a convolutional neural network to identify identification, 

analyze data, extract image features, enhance data, and process attribute descriptions of input data. In this 

paper, the authors use the YOLOv4 training model to improve training speed and performance. Following 

the data collection process, the input images are labeled, and the images' features are extracted by training a 

deep learning model. As a result of the training process, the trained model will be used to predict images. 

The analysis and evaluation of pineapple is carried out on the basis of color, shape, size, and texture in order 

to identify and detect the ripening period of pineapple. The pineapple recognition system's architecture is 
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described below. 

 

 

 

Figure 1 Architecture of the pineapple’s growth stages detection system 

3.1. Pineapple fruits dataset 

Pineapple is a South American tropical fruit tree. Currently, tropical countries and some subtropical 

countries with relative rivers, such as Hawaii Island, Taiwan, and others, account for 60 percent of the 

world's pineapple production. Pineapples in Vietnam are classified into three major groups based on 

morphological characteristics, development, and flavor quality, as shown in Table 1. 

Table 1: List of pineapples 

Type The morphological features Dignity 

Queen Leaves: narrow, hard, with many spines at the leaf's edge, and white veins on 

the inner surface of the leaf blade. Flowers are pinkish green, fruit eyes are 

convex, fruit flesh is dark yellow, aroma is distinctive, and the taste is sweet. 

High 

Cayen The leaves are dark green, long, and thick, with no or few spines; the flowers 

are pink, reddish, and cylindrical, with large eyes. Gradually ripening, when 

ripe, the yellow color changes from the stem to the fruit. 

Middle 

Spain The leaves are soft, the dorsal margins are curved, and the spine density is 

unevenly distributed. Flowers are a light red color. When fully ripe, the fruit 

is dark red in color with deep eye holes, yellow flesh, a sour taste, and fiber. 

Low 

Dataset which is used was collected during the research process. We have surveyed and took pictures 

at some pineapple gardens in Quang Nam - Da Nang. In this paper, the authors perform the identification and 

detection of the growth stages of the ripe pineapple. Each data contains images divided into one training 

dataset and one validation dataset. It also contains labels that assign the location to each photo [40,41]. The 

dataset contains 10,000 photographs of pineapples at various stages of development. Initially, 8,000 images 

are labelled independently, followed by 2000 images that are evaluated to train the model. Input data is 

processed by computers to produce results according to instructions. 
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Figure 2: Data collection process 

 

3.2. Annotate Images 
Data labelling is the most important step in the training process with correct predictions. After importing 

the dataset, the authors started labelling each image to extract characteristics of pineapples in this case. The 

labelling is implemented with a LabelImg tool. labelling is a graphical image annotation tool It is written in 

Python and uses Qt for its graphical interface. The annotation will be saved as a TXT file and YOLO 

labelling format used by Image Net. It also contains labels that assign the location to each photo. The dataset 

has updated attributes such as image name, growth stage, and pineapple position in the image (x_min, 

y_min, x_max, y_max). 

 

 

Figure 3: Labeled pineapple 

3.3. Data Augmentation 
Limited resources make it difficult for local data feeds to take place. Prediction accuracy suffers because 

of this. Reinforcement learning is used to solve this problem by collecting data in several formats and 

creating multiple versions based on the data. Using our image processing software, you can transform, 

detect, identify colours, crop, resize, handle noisy images, and colourize black and white images. Data will 

be reinforced following these steps. 

 

Figure 4: Data Augmentation 
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3.4. Model Training 

Pre-trained model: The YOLOv4 training model is used in this study. This is the most accurate and fastest object 

detector. Here are some files that are required for the training process: 

− For object detection, class files are identified - in this case, the class is pineapple. 

− Training files contain the name, format and location of the images. 

− Test files contain the name, format, location of the images for the testing process. 

− Annotation files contain a dataset of annotations with class identification and image location 

coordinates. 

− Configuration files contain the data and configuration of the YOLOv4 training model. 

− Image folder contains the images for the predictive process with YOLOv4. 

 

 

We are improving the coverage and scale of training by using automatic image collection and labelling. The 

image resolution is increased to improve accuracy. Higher pixel resolutions allow the model to detect more 

fine-grained features, which makes removing image borders, image styles, and colours easier. There are 

patterns on the pineapple based on its outer skin and its defects. As a result of the pineapple's flaws and its 

outer skin, the patterns appear. Convolutional neural networks are used in the YOLOv4 training model to 

extract image features. It has been configured. There will be 6000 repetitions of the procedure. The 

procedure is performed in a collaborative setting. 
 

 

Figure 5 The summary of the first training epoch 

4. Results and Output 
4.1. Model training results 

The training process will return a set of weights corresponding to the metrics of accuracy, data loss, 

training time, and so on every 1000 epochs. Finally, it will generate statistics and graphs pertaining to the 

training process. 
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Figure 6 Post-training model 

 

Figure 7 Statistical graph of the training process 

 

4.2. Identification system 

Researchers have created a system able to analyze images and videos based on their completed model 

and evaluation. To construct the system, Python is used. Use Python's Flask WebAPI framework for the 

system interface. The system imports trained models and compare them with analyzed data. Based on image 

and video input, the system can identify and detect pineapple images. Objects can be identified and counted 

with the system. 

 

Figure 8 Pineapple identification system 

4.3. Research results 

The research team took large-scale photographs at the pineapple garden in Quang Nam - Da Nang. 

Because there are so many of them, photos were taken in the garden and at the storage facility. More than 

twenty images with more than 200 discovered pineapples were entered into the system by the team. The 

system can detect and count objects based on a model that has been trained to provide predictive results. The 

following two identification results assess the trained model's accuracy. The accuracy of the trained model 

will be evaluated using two given exported detected results. Detection methods include images and videos. 

Figure 9(a) depicts the detected results, complete with bounding boxes around the pineapples. The system 

can identify with between 65% and 85% accuracy. In Figure(b), the researchers experimented with the 

exportation of collected data using video detection methods. The detection system can recognize and count 

pineapples. The identification system achieves the correct results allowing use. 
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Figure 9 The exported results with image detection 

 

Table 1: System recognition performance statistics 

Frame Accuracy Number of pineapples 

0-40 70% - 85% 8  

40-80 78% - 88% 11 

80-150 80% - 89% 12 

150-200 80% - 89% 15 

Figure 9(a) 62% - 92 % 24 

Based on Table 1, there were 85 per cent more pineapples identified in images and videos. Ensure that 

the identification system is functioning satisfactorily. Researchers expected the findings to meet their 

expectations. You can see how the number of pineapples and the frames of the camera vary. There are 

several frames in which pineapples are hidden. The ability of the system to identify is affected by these 

factors. The factors aforementioned played a role in the detection process. Additionally, the system is 

capable of performing accurate calculations. This will prevent repetition in one object since the detected 

pineapples that are numbered will not overlap. 

5. Conclusion 

Pineapples are detected better by YOLOv4 than in previous versions. Analyzing pineapple 

development is the subject of this paper. In this study, both the reality and theory of the system and situation 

were examined. Future research on this topic will be greatly enhanced by the findings. Using the system, 

farmers can monitor and reduce labour and time spent on the ripening process. System reliability and 

consistency results indicate a high level of reliability. 

Despite this, there were some difficulties encountered in the study. Pineapples are rarely depicted in 

photographs. Depending on the weather, the detection system will perform differently. A specific geographic 

area is the focus of this study. There are some drawbacks to the study, along with a lack of advanced 

technology, so its effectiveness has yet to be determined. Under certain conditions, the system is capable of 
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performing well, laying the foundation for future research, increasing pineapple mass-production 

productivity, and increasing pineapple surveillance. 
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