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Abstract   

orecasting water level on Red River is an important problem in Vietnam. 

We need to replace water level predicting models that based on experiences 

of hydro-meteorologists by machine learning models which provide faster 

as well as more accurate results. Therefore, we have applied several best machine 

learning methods with artificial neural networks such as ANN, RNN, LSTM, and 

GRU, compared these models. The results indicated that LSTM is most 

appropriate to Red River data, with 153.5% better than the worst model ANN (in 

MSE), and 1.58% better than the second best model GRU (in MSE).  

 

1. Introduction 

Red River Delta in Northern Vietnam is a crucial agricultural area in Vietnam. Nowadays, irrigation is 

a problem that should be highly concerned because climate change has changed farming condition 

significantly. Therefore, there is an enormous impact on rice cultivation in Vietnam. In water level 

measuring station on several major rivers of Northern of Vietnam, scientists still utilize some obsolete 

machine learning approachs. For example, in a station in Hanoi, measuring and forecasting system of 

Artificial Neural Network are applied with the support from experiences of agricultural experts. Nowadays, 

there are various methods with higher precision, and a shift to updated approach to predicting is a necessary 

under the circumstance of climate change which fluctuate the water level unstably. Consequently, we want to 

propose a new idea that fits to the situation of Red River and, specifically, water level measuring in Hanoi. 

2. Related Work 

Mohamad Javad Alizadeh et al. [1] predicted the rainfall and runoff in the Tolt River basin by using 

the WANN model. Their results shown that including the 1 month ahead rainfall predictions in the rainfall 

forecasting 2 months ahead improves the WANN model’s performance about 15%, 15%, and 17% in terms 

of NSE, R2, and RMSE, respectively. 

Youngmin Seo et al. [2] developed and applied two hybrid models: Wavelet-based Artificial Neural 

Network (WANN), Wavelet-based Adaptive Neuro-Fuzzy Inference System (WANFIS) for forecasting daily 
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water level in the Andong dam watershed, South Korea. Based on statistical performance indexes the 

WANN and WANFIS models are found to perform better efficiency than the ANN and ANFIS models. 

Baowei Wang et al. [3] introduced a two-layer RNN framework to apply to 2 types of data from some 

cities in China, with LSTM and GRU for the first and second layer respectively. The research finding 

indicated that this architecture was more suitable than others to produce the result more accurately. For 

instance, RMSE of this model was lower than that of LSTM. 

By deploying NB-IoT, 7 dissimilar machine learning techniques and Lufta application to dataset, 

Andreas Lepperod et al. [4] did research to trial air quality in Trondheim in Norway. After that, they pointed 

out that DART excelled at forecasting the general quality of the air for the whole contaminants studied while 

GRU produced the best outcomes in monitoring the variations of air pollution. 

Li et al. in 2018 [5] used LSTM model for stock price forecasting the data taken of Chinese stock 

market. They compared with the LSTM, RNN and MI-LSTM-N, the model generated the best results of 

MSE is 0.996 x 10-3. 

Bahrudin H. et al. in 2019 [6] gave a prediction of the water level in Vrana Lake (Croatia). They used 

LSTM, RNN and FFNN. The authors shown that the proposed model LSTM has better results, with RMSE 

are 8.47 & 22.84 (6 and 12 months), and R are 0.907 & 0.808 (in the same 6 and 12 months). 

Juntao Zhang et al. at 2020 [7] used RNN for prediction water level in China (in 5 dams), get the 

result are  MSE of 1.30, MAE of 1.00 and R2 of 0.56. These values were lower than MSE, MAE and higher 

than R2 compared with LSTM, and better than ANN. 

In the same year 2020, Faruq et al. [8] applied a LSTM model to forecast the hourly water level on 

data taken from the Sulaiman Bridge on the Klang River, Malaysia for flood anticipation. The results of this 

model were concluded to be effective (RMSE is 0.20593, R2 is 0.844). 

3. Methodology 

3.1. Artificial neural network - ANN 

ANN is one of the most widely used models for time series forecasting. Actually doing a non-linear 

functional mapping from past values (yt-1, yt-2, ... , yt-p) to the future value yt: 

𝑦𝑡 = 𝑓(𝑦𝑡−1, 𝑦𝑡−2, … , 𝑦𝑡−𝑝, 𝑤) + 𝜀𝑡 

with the w is vector of parameters, the f is the activate function.  

Single hidden layer feed–forward network modelis characterized by a network of three layers of 

simple processing units connected by links. Inputs (yt-1, yt-2, ... , yt-p) and output (yt) associated with each 

other by the mathematical expression: 

𝑦𝑡 = 𝛼𝑜 +∑𝛼𝑗𝑔 (𝛽𝑜,𝑗 +∑𝛽𝑖,𝑗𝑦𝑡−𝑖

𝑝

𝑖=1

)

𝑞

𝑗=1

+ 𝜀𝑡 

where αj (j : 0 to q) and βi,j (i : 0 to p ; j : 1 to q) are the parameters of the model (called the connection 
weights). 

3.2. Recurrent neural network – RNN 

Current step, in the feed-forward neural networks, is represented by N-1 previous steps. Whereas, the 

RNN is a neural network which has additional connections between adjacent time steps. Previous values are 

represented with recurrent connections even if the distance between current value and these values is infinite. 

While the feed-forward neural networks compress just only 1 past step, the RNN model can compress the 

whole history in low dimensional space. Self-connections from a node to itself over time are allowed and 

share their weights to the different time steps [10]. Therefore the RNN is an effective tool for modeling the 

time series data. At step t, the model receives the input value at the current input xt, the hidden node values at 

previous history ht-1, and calculates the value at the current hidden node ht. The output value yt is computed 

from the hidden node value ht. Consequently, yt depends not only on xt but also xt-1. 
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Let (x0, x1, ... , xT) denote the input vector x, (h0, h1, ... , hT) denote the hidden states of the recurrent 

layer h and (y0, y1, ... , yT) denote  the output vector y. In the RNN model, the functions among states are 

represented in terms of a closely coupled system given by following equations: 

𝒙𝒕 = (𝑾𝒕 ∙ 𝒉𝒕)

𝒉𝒕 = 𝒈(𝑽 ∙ 𝒉𝒕)

𝒚𝒕 = 𝒇(𝑼 ∙ 𝒙𝒕)
 

where Wt denotes the current vector of parameter, and U and V are vector of weights that was learned 

(the connection weights from the input layer x to the hidden layer h). The functions f is tanh or sigmoid, the 

function g is softmax function: 

𝒇(𝒛) =
𝟏

𝟏 + 𝒆−𝒛
 

𝒈(𝒛) =
𝒆𝒛

∑ 𝒆𝒛𝒌𝒌

 

RNNs create a short-term memory, so it can solve with position invariance well, which cannot be 

done by feed-forward networks. 

RNNs are able to handle short-term dependencies in data series. The weakness of the recurrent neural 

network is a capability of solving long-term dependence [11, 12]. 

3.3. Long-short term memory – LSTM 

As we have mentioned, RNNs are able to perform well against short-term dependencies in data series, 

but its weakness lies on longer ones. In 1997 [11], LSTM model was proposed by Hochreiter and 

Schmidhuber as a variant of RNN which has the ability to confront the existing problem of this model. In 

fact, in order to store information along the training period, LSTM has been designed with 3 gates and 

memory cells [11, 12, 13].  

Input of LSTM unit at t-step is xt, and output at t-1-step is (ht-1). The input are filled by gates (with 

sigmoid function). The output value is in range [0, 1]. If the output is 0, all inputs are removed. If not, all 

information is passed. Then, the output at t-step (ht) and the cell state at t-step are solved by taking those 

below steps: 

Step 1: Forget gates dispose data from the cell of state: 

𝒇𝒕 = 𝝈(𝑾𝒇 ∙ [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝒊) 

Step 2: New data are kept in the cell state. In the first phase of this step, the input gate (with the 

function sigmoid) gets the new values, then updates this node. During the second phase, tanh 

class inputs a new vector �̃�𝒕. 

𝒊𝒕 = 𝝈(𝑾𝒊 ∙ [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝒊)

�̃�𝒕 = 𝒕𝒂𝒏𝒉(𝑾�̃� ∙ [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃�̃�)
 

Step 3: state cells  are updated from ct-1 to ct: 

𝒄𝒕 = 𝒇𝒕⨂𝒄𝒕−𝟏⨁𝒊𝒕⨂�̃�𝒕 

Step 4: Compute the output. Initially, the data which will be the outside of the LSTM unit are 

evaluated by the output gate evaluates. Then, $state$ becomes a passed node which lies 

between -1 to 1. The final output will be calculated by this formula: 

𝒐𝒕 = 𝝈(𝑾𝒐 ∙ [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝒐)

𝒉𝒕 = 𝒐𝒕⨂𝐭𝐚𝐧𝐡(𝒉𝒕)
 

with Wf, Wi, 𝑾�̃�, Wo are parameters of LSTM and bf, bi, 𝒃�̃�, bo are biases of LSTM model. 

3.4. Gated recurrent unit – GRU 

The gated recurrent unit model (GRU), which is a simplification of LSTM, was proposed by 

KyungHyun Cho in Oct 2014 [9]. It performs on a variety of application, uses some functions of gates. 
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Unlike LSTM, the GRU model doesn’t have a memory cell. We can summarise GRU's operations in the 

following formulas: 

𝒉𝒕 = (𝟏 − 𝒛)𝒉𝒕−𝟏 + 𝒛𝒕�̃�𝒕
𝒛𝒕 = 𝝈(𝑾𝒉𝒙𝒕 + 𝑼𝒛𝒉𝒕−𝟏)

�̃�𝒕 = (𝑾𝒉𝒙𝒕 + 𝑼(𝒓𝒕 ∙ 𝒉𝒕−𝟏))

 

𝒓𝒕 = 𝝈(𝑾𝒓𝒙𝒕 + 𝑼𝒓𝒉𝒕−𝟏) 

where the values ht , zt denote GRU's output, rt is the update gate and reset gate, �̃�𝒕 is the candidate 

output, and Wz, Wh, Wr, Uz, and Ur  are the matrices in GRU. 

 

4. Experiment and results 
 

4.1. Data and Criteria for comparison 
 

4.1.1. Data and area 

We utilized data of water level measuring station in Hanoi which is measured in months of rainy 

season (from June 14 to September 14 each year) from 2017 to 2020. These data are important because they 

affect Hanoi, capital of Vietnam and also largest city in Northern Vietnam. 

 
Figure 1: The dataset at Hanoi's station in Red river. 

4.1.2. Criteria for comparison 

2 criteria are used in order to compare the results: Mean Squared Error (MSE) and Mean Absolute 

Percentage Error (MAPE): 

𝑀𝑆𝐸 =
1

𝑛
∙∑(�̂�𝑖 − 𝑦𝑖)

2

𝑛

𝑖=1

𝑀𝐴𝑃𝐸 = ∑|
�̂�𝑖 − 𝑦𝑖
𝑛

|

𝑛

𝑖=1

 

 

4.2. Model training 

We trained each model 30 times, the results were taken as the average of the program runs. 

4.3. Result 

The dataset was trained with all of the neural network models, the ANN, RNN, LSTM, GRU (with the 

same parameters).    
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The Table 1 gives information on the result of the model after applying actual our data. 

Table 1: Results of data. 

Model 
Compare 

MSE MAPE 

ANN 5.423559 0.616261 

RNN 3.588753 0.396943 

LSTM 2.138652 0.228286 

GRU 2.172862 0.234749 

 

 

Figure 2: Results of ANN models for water level in data of Hanoi's station. 

 

Figure 3: Results of RNN models for water level in data of Hanoi's station. 



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242 

 

186 

 

Figure 4: Results of LSTM models for water level in data of Hanoi's station. 

Figure 5: Results of GRU models for water level in data of Hanoi's station. 

We can inferred from Table I that LSTM is most appropriate to Red River data. The test scores of 

LSTM are 2.138652 MSE and 0.228286 MAPE while test scores of GRU - which is the 2nd best - are 

2.172862 MSE and 0.234749 MAPE, which are 1.58% and 2.89% larger than those of LSTM, respectively. 

Next, test scores of RNN are 3.588753 MSE and 0.396943 MAPE which are 67.5% and 73.8%, respectively, 

greater than those of LSTM. Finally, test score of ANN are worst, was 5.423559 MSE and 0.616261 MAPE, 

greater than LSTM 153.5% and 169%. 

5. Conclusion 

We will apply machine learning models to the irrigation management system of the metering station 

in Hanoi, replacing part of the manual calculation. At the same time, we will also use the opinions of experts 

in the irrigation industry to be able to apply the most appropriate in practice. 

With the successful use of the above system of machine learning models, in the future, we will try to 

apply new and stronger methods in forecasting: 

- Hybrid model. 

- Multi-time series model.  

- Online learning. 
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