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Abstract   
 or a past few years, the revolution of deep learning techniques has emerged 

and launched several state-of-the-art model 

s, for instance, the breakthroughs of DeepFace and DeepID to face recognition 

in 2014. The face recognition in CCTV systems commonly encounters a few obstacles 

coming from practical conditions, such as ambient light, the diverse positions and 

angles of cameras, face masks, face poses, and so on. In addition, people who are 

monitored by the CCTV systems lack photos and typically have only one photo. 

These problems lead to face recognition reported with unstable performance and 

difficult to be successfully used in practice. To tackle these problems, this paper proposes an approach, namely ISE, to 

face augmentation which interpolates multiple samples from an original photo. Particularly, the samples produced by ISE 

contain real characteristics of cameras in the CCTV systems. By practically deploying a CCTV system at the Bach Khoa 

Dormitory, ISE indicates that it can boost the performance of face recognition up from 72%, 46% to 84%, 64% in 

daytime and day-and-nighttime, respectively. 

 

1. Introduction 
 

Recently, the use of facial recognition systems to address security problems has been considered by 

several scientists, organizations and governments in the world. These problems are diverse, such as criminal 

detection, access control systems, electronic passport gate, and so on. Due to the innovation of deep-learning 

techniques and powerful hardware, multiple computer vision tasks become easy to be tackled and the 

concept of one-shot learning for face recognition has been proposed recently [1–6]. 

Generally, one-shot learning is a classification task where one, or a few examples are used to classify 

many new examples in the future. For the tasks of face recognition, a person can be classified correctly with 

one or a few photos. It is significantly challenging since the performance of face recognition models depend 

on several factors, such as face pose, light intensity, expression, and so on. So that one or a few photos do 

not provide enough information for the models to recognize the faces, especially to identify the faces against 

a specific database. Unfortunately, most practical databases just store a photo of an individual, such as the 

human resource database of a company, criminal databases, and so on. It leads to a great deal of challenges 

since the face recognition combined with Closed-circuit television (CCTV) systems, for instance, how to 
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scan crowds captured by the CCTV systems and identify correctly faces in these crowds against a database 

of known or suspected criminals. 

To tackle the problem of lacking sample photos, data augmentation techniques are often used to 

enrich the information of a given template photo. There are several data augmentation techniques that are 

classified into three groups consisting of generic transformation, component transformation, attribute 

transformation [7]. However, these techniques are more relevant to enriching datasets used in training phases 

than to inferencing phases. This paper introduces an approach which reinforces new samples of individuals. 

The reinforcement process will produce multiple new samples based on the difference between avatar faces 

and the sample faces captured by the CCTV systems. 

The problem arises from a CCTV system that has been deployed at the Bach Khoa Dormitory – the 

dormitory of Ho Chi Minh University of Technology, Ho Chi Minh City, Vietnam. The CCTV system 

tackles three security tasks: 1) access verification; 2) suspected criminal monitoring; and 3) restricted area 

monitoring. For the first task, when students cross the main entrance of the dormitory, the students must use 

student cards which are RFID cards to verify who they are. Typically, security guards working at the 

entrance validate if the actual students and the faces shown on a RFID software are the same ones. 

Consequently, it is challenging for the security guards to handle all faces of people simultaneously passing 

the entrance. Hence, the system integrated face recognition engine plays the role of security guards and 

automatically checks if ones are students staying at the dormitory when they cross the entrance. In the RFID 

software database, each student just has a photo as their avatar. At the entrance, two cameras were equipped 

to capture all people passing the entrance. The figure 1 presents the workflow of access validation since one 

crosses the entrance. 

 

Figure 1: The workflow to validating accesses of students at the main entrance. 
 

Aiming for comfortability to people who cross the entrance, the identification task attempts in the best 

way to reduce interactions between students and the CCTV system as much as possible. It means people do 

not realize that they are monitored by cameras. When they cross the entrance, they just give their RFID cards 

into RFID card readers and pass if the card is valid. During crossing, their faces captured by cameras have 

arbitrary features, such as pose, light, taking accessory, and so on. It leads to three main issues as follows. 

- First of all, the accuracy of face recognition to students having just an avatar is often lower than 

expectation. As a practical statistic during a few deploying months, the true acceptance rate of the 

face identification is approximately 50% − 70%. The main reason is that facial characteristics of 

the sample photos (avatar) and real photos captured by the CCTV system are actually different 

due to face pose, light condition, changes of faces by time, and so on. 

- The second, to tackle the first challenge, the system is designed to automatically collect actual 

face photos of all students staying at the dormitory. During students cross the entrance, if the 
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CCTV system captures and correctly identifies students against the database, multiple their face 

photos will be captured and stored as new sample photos. By time, the sample photos of students 

are increased. Experiments indicate that if an individual has one hundred sample photos, the true 

acceptance rate is improved approximately 68% − 84%. However, the process of photo collection 

takes a few weeks to finish collecting one hundred samples for a student. 

- The third, the fluctuation of students at the dormitory is large since an approximate amount of 40 

percent students staying at the dormitory annually graduate and leave. Simultaneously, the 

dormitory receives the same amount of new students. As a result, it takes a few weeks to collect 

actual samples for the new students. During this period, the system often incorrectly identifies 

new students due to the lack of sample photos. 

In this paper, we introduce a method called Interpolated Sample Enhancement (ISE), which generates 

augmented samples of individuals from an avatar. The performance of ISE will be practically measured at 

the Bach Khoa Dormitory. The rest of this paper is organized as follows. Section 2 presents two methods to 

face augmentation, especially explains in detail the proposed approach based on clustering algorithms. In 

section 3, we present experimental results. Some findings also will be indicated in Section 3. Finally, we 

draw conclusion and perspectives for future work in Section 4. 

 

2. Methodolody 
 

2.1 Two methods of face augmentation 

As presented in the introduction part, the most challenging task of the CCTV system deployed at Bach 

Khoa Dormitory is how to construct new samples for new students from an avatar photo. These problems are 

tackled by two methods namely ASE and ISE. ASE and ISE do not independently work but interwoven with 

each other. ASE samples provide information to build ISE samples and then the ISE samples are used to 

build the ASE samples of new students. 

 

Figure 2: Flow of face detection. 

- Actual Sample Enhancement (ASE) method. This method is applied every time the known 

students appear in front of the CCTV system. While students appear on cameras, their faces are 
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captured and tracked by multiple continuous frames until they vanish from the cameras. The 

Retinaface model and the Kalman filter algorithm are employed to detect and track faces on 

cameras, respectively [8,9]. In these frames, the faces may be different from poses and sizes. A 

few heuristic algorithms based on facial landmarks and image processing techniques are used to 

filter all faces which are not good at poses, sizes and light. Figure 2 presents the flow of the face 

detection process. Then, the remaining faces are encoded to embedding vectors and to be 

searched against the student database. The face encoder is a deeplearning model called ArcFace 

[10]. Cosine measure is used to identify the similarity of two embedding vectors. If one recorded 

sample of a student is similar to the embedding vectors, the embedding vectors are added into the 

database as new samples of this student, namely ASE samples. By employing the ASE process, 

new students in the system can easily be added enough samples when they frequently appear in 

front of the CCTV system. The diverse characteristics of ASE samples can improve the true 

acceptance rate of identification tasks. The maximum number of ASE samples recored to the 

database is 100. The number is sufficient to balance between the searching time and accuracy of 

face recognition. Figure 2 illustrates ASE samples of an avatar. Note that there are approximately 

3000 students staying at the dormitory. Thus the number of all samples in the database reaches to 

300, 000. To accelerate searching, we employ Vearch* which is based on KGraph [11] to store all 

the samples. 

 

Figure 3: An illustration of actual samples of a student gathered by ASE. 

- Interpolated Sample Enhancement (ISE) method. The major principle of ISE is based on the 

difference between the distributions of avatar photos and actual face photos captured by the 

CCTV system. The correct extraction of the difference is crucial to the effectiveness of ISA. The 

difference is caused by multiple factors, such as poses, light, change by time of face, and so on. 

For instance, Figure 2 depicts the diversity of actual faces captured by the CCTV system. ISE 

utilizes a famous clustering algorithm namely K-means [12] to find out the difference and 

produces new samples by adding the difference to the avatars. 

2.2 ISE 

The main idea of ISE is summarized as in Figure 4. Assume that actual and avatar embedding vectors 

are distributed in several difference spaces. The larger differences are, the lower performance of face 

recognition is. Thus, ISE method attempts to figure out the differences and uses the differences to infer how 

actual faces of an avatar are. In other words, ISE samples are the projection of avatars from avatar 

distributions to actual face distributions. The process of ISE consists of three steps as follows. 

- Step 1 − calculating delta vectors. Each avatar has a corresponding embedding vector which was 

encoded by the ArcFace model. This avatar has a set of ASE samples gathered by the CCTV 

 

* https://github.com/vearch/vearch 
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system. These ASE samples are also encoded to ASE embedding vectors. Delta vectors of an 

avatar are obtained from the difference of the avatar embedding vector and the ASE embedding 

vectors of this avatar. Equation1 briefly describes how to calculate all delta vectors. 

delta_vectors = avatar_embedding_vectors − ASE_embedding_vectors                (1) 

- Step 2 − clustering the delta vectors. The K-means algorithm is used to cluster all the delta 

vectors to produce K clusters whose centers present for the mentioned difference. Euclidean 

distance is used to measure distances of delta vectors during executing the K-means algorithm. 

- Step 3 − constructing ISE sample embedding vectors. The new sample embedding vectors are 

constructed by plussing embedding vectors of avatars and vectors of cluster centers as in 

Equation2. To avoid noise, the new embedding vectors are validated by comparing with the 

embedding vectors of avatars. All unsimilar new embedding vectors to avatars are removed. 

ISE_embedding_vectors = avatar_embedding_vectors + delta_vectors                 (2) 

 

Figure 4: The conceptual model of ISE. 

In practical deployment, we organize new samples into two spaces to store samples collected by ASE 

and ISE. ASE samples are real and better than ISE samples in terms of accuracy. Hence, ISE samples are just 

used to search for new students lacking ASE samples. If a student has the amount of ASE samples larger 

than a threshold (e.g., 20), the identification of this student is only executed on ASE samples. It means that 

ISE is a temporarily alternate of ASE in short term. 

 

3. Experiments 
 

The dataset used for constructing ISE model was collected within about one month. The dataset 

contains 32401 actual face photos of 1561 students after about 10670 access. In average, each student is 

recorded about three new samples for one access, and has about 20 actual samples gathered by the ASE 

method alongside with his/her avatar. We use the dataset for two purposes that are i) to build the clusters 

used to construct ISE samples and ii) to figure out the most appropriate cosine threshold used to decide if 

two embedding vectors are similar. 

- Building clusters by using the K-mean algorithm. The drawback of K-mean is to identify the 

optimal K value. Typically, the larger K value is, the larger both TAR and FAR are. In other 

words, K value is large, the amount of ISE samples is large too. It leads to the information of ISE 

samples becoming more diverse but noisier too. Otherwise, K value is small, the information of 

ISE samples is insufficient. Hence the K value of 50 is set to balance TAR and FAR, in practice 

at the Bach Khoa dormitory. 
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- Figuring out the approximate optimal cosine threshold in terms of analyzing the performance of 

face identification with only an avatar. Figure 5 and table 1 indicate that increasing the cosine 

threshold leads to both TAR and FAR increasing too. To balance the values of TAR and FAR, the 

optimal cosine threshold of 0.5 is chosen since the values of TAR and FAR are 52.57% and 

0.43%, respectively. 

 

Figure 5: The illustration of correlation between cosine threshold and TAR, FAR. 

ASE and ISE are integrated into a dedicated CCTV system and practically tested at the Bach Khoa 

dormitory. We set up three scenarios to test the performance of ASE and ISE. The CCTV system was set to 

run within two weeks. During this duration, the system counts students who cross the main entrance and 

have i) only an avatar in the database; ii) an avatar and 100 ASE samples and iii) an avatar and ISE samples. 

For each student access, the system recorded the status of recognition consisting of true acceptance and false 

rejection. Then these numbers are used to independently measure the performance of the system without 

ASE and ISE, aided by ASE and by ISE. Experimental metrics are divided into two durations of daytime and 

nighttime to clarify how the light factor impacts the performance of face recognition. Table 2 presents the 

results of practical tests in duration of two weeks and in daytime – between 7AM and 5PM. In the daytime, 

the sunlight is good enough to support cameras working well. Meanwhile in nighttime, motion capturing of 

cameras is not good and cameras often capture blurred faces as illustrated in Figure 3 c). It leads to the 

performance of face recognition unstable and much different between daytime and nighttime. Table 2 

describes the performance of face recognition in duration of two weeks including nighttime. 

The results in Table 2 and Table 3 also indicate that the performance of the system integrated by ASE 

and ISE are nearly equal and outperform to none of ASE and ISE integration. Specially, ISE boosts the 

performance of face recognition up from 71.86%, 46.70% to 83.46%, 63.38% in daytime and day-and-

nighttime, respectively. Besides, the results also show that the performance of ASE integration is somewhat 

better than ISE integration, especially in nighttime. 

Table 1: The correlation between cosine threshold and TAR, FAR to 10670 accesses. 

Cosine threshold True acceptance TAR False acceptance FAR 

0.3 440 4.12 0 0 

0.4 2519 23.61 6 0.06 

0.45 4150 38.89 17 0.16 

0.5 5609 52.57 46 0.43 

0.55 6970 65.32 148 1.39 

0.6 8067 75.6 441 4.13 
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0.7 9352 87.65 10192 95.52 

For security tasks involving access control, FAR is one of important indexes that needs to be 

regarded. False Acceptance Rate (FAR) is the percentage of identification in which unauthorized persons are 

incorrectly accepted. Although ISE and ASE significantly improve the performance of one-shot face 

recognition, if FAR index is large, ISE and ASE are inapplicable. To measure FARs of ISE and ASE, we 

decide to manually assess case by case at the main entrance for a few days. A group of students are 

intentionally removed from the database of CCTV system and play the role of strangers. When these 

students access the entrance, we check if the CCTV system misidentifies these students as any other students 

who reinforced by ASE or ISE samples and are in the database. The results indicate that both FARs of ASE 

and ISE are less than 1%. Hence, ASE and ISE are applicable to dedicated CCTV systems. 

 

Table 2: Results of practical tests in the duration of two weeks and in daytime between 7AM and 5PM. 

Cosine threshold Access True acceptance False rejection TAR 

No ASE & ISE 4186 3008 1178 71.86% 

ASE 5924 4991 933 84.25% 

ISE 3591 2997 594 83.46% 

 

Table 3: Results of practical tests in the durations of two weeks including night-time. 

Cosine threshold Access True acceptance False rejection TAR 

No ASE & ISE 8564 3999 4565 46.70% 

ASE 13670 9347 4323 68.38% 

ISE 5029 3202 1827 63.67% 

 

4. Conclusion 

In this paper we introduced an approach of data augmentation to face recognition namely ISE. ISE is 

based on the transformation from avatar space to actual face space to address the problems of one-shot face 

recognition. Although ISE is uncomplicated and understandable, the effectiveness of ISE is significantly 

regarded. The major drawback of ISE is that ISE should be rebuild for every new CCTV system to fully 

understand the new distributions of faces captured by this CCTV system. In other words, to build ISE 

samples we need new ASE samples to provide new information of the new CCTV system and it takes time 

to gather enough ASE samples. However, this problem can be addressed by time since many CCTV systems 

are deployed and ASE samples become big and diverse. For future work, how to produce ISE samples based 

on tiny datasets of ASE samples is also taken into consideration. Besides we consider to equip cool-white 

lamps and modern cameras at the entrance to improve the performance of the system in nighttime. 
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