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Abstract    
n the era of the fourth industrial revolution (Industry 4.0), the applications of 

Information Technology (IT) have been widely used in various aspects of life. As 

the result, analysing and predicting the result for the application of candidates as 

well as employers are also growing significantly. Jobseekers and employers want 

to have accurate information and prediction results in order to have suitable job 

proposals for themselves and candidates. The primary approach to solve this problem 

is based on machine learning. This research uses Machine Learning and Deep 

Learning approaches in the recruitment evaluation process. We propose to use 3 

machine learning methods – Support Vector Machine (SVM), Decision Tree (DT), 

Random Forest (RF) and Deep Learning- Recurrent Neural Network (RNN) to predict 

job applications. The dataset is collected from the Job Center of Binh Duong province. 

On the basis of the best results method, we integrate it in a job application. 

 

1. Introduction 
 

With the significant development of Information Technology (IT), it has had its applications in 

various aspects of life. As a benefit from that, people nowadays have more tools and methods to process and 

capture more information. Information technology becomes an inevitable trend when it is applied in all 

industries, all fields of production, business, and tourism as well. The result of applying the IT in 

management is the establishment of management information systems to serve the needs of processing data 

and providing information to those system owners. 

Recruitment is undeniably one of the important functions of the organization - not only small-sized 

but also medium-sized enterprises (SME) and global corporations. That said, the recruiting process also 

holds as much critical role as its function. Recruiting occurs to fill out the gap of personnel to meet the day-

to-day business activity as well as organization’s operation. Recruitment process is typically a multiple-step 

process, in which candidate evaluation and selection shall be deemed as the crucial step.  

Evaluation and selection of promising candidates is the activity of reviewing and comparing all the 

candidate applications following specific hiring criteria or standards to determine the mostly suited one. It 

has never been easy to evaluate candidates, especially when there might be a huge number of applications. 

Therefore, prior to conducting the assessment of candidates, it is essential for the employer to identify the 

process as well as hiring criteria, along with an appropriate assessment method to identify the finalist. 

In practice, it is popular known of two methods to evaluate and assess candidates: rating and scoring 
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- Rating method: The candidate will be rated based on the hiring criteria. However, the challenges of 

this method are to define clearly the priority as well as the importance of each criteria in the overall 

assessment. The rating process could not be proceeded until all candidates have been rated. It could be 

challenging to remember every single details of each candidate when there are too many applications.  

- Scoring method: each candidate will be assessed and scored based on the hiring criteria. It needs to 

be specified clearly the correlative scores for each criterion. Frankly speaking,  there are multiple ratings and 

evaluating methods as well; however, it is not yet seen a perfect method.  There will be circumstances that 

the members of the interview panel only score the candidates following their personal preferences or gut 

feelings. That said, it appears to be challenging to obtain a neutral scoring assessment. Therefore, in practice, 

the employers, to some certain extent, need to be flexible when assessing and evaluating the candidates or 

selecting the appropriate recruitment method. 

On the other hand, from candidate perspective, it would be beneficial if they could be recommended 

on what type of existing jobs or positions might be a good match for them. In order to do that, it is also a 

complex process that requires multiple steps. The number of steps might be varied depending on the 

candidate profile and the job requirements as well as availability. Therefore, it is necessary to have an 

application that evaluates the candidate profile automatically to propose the appropriate position for the 

person. 

It could be said that there are multiple approaches to this matter. However, the primary approaches are 

the manual selection of the recruiter which is still human work. Thus, it has caught the attention of many 

researchers on how to use machine learning and apply the natural language to solve the problem [1-6]. 

Nikolaos et al. [1] used machine learning and text processing to build a recommender system. Data Vishnu et 

al. [2] used estimated emotion to rank a candidate. Combining TF-IDF feature and machine learning for 

personality classification is proposed by Manasi et al. [3]. Vivian et al. [4] built the system to evaluate 

resume based on machine learning approach. In [5-6], they proposed machine learning and TF-IDF features 

to analysis CV and rank a candidate. Based on previous researches, we propose machine learning approach 

to solve the above recruitment challenge. 

This paper consists of 4 sections, Section 1 introduces about the problem. Section 2 describes the 

proposed model. Section 3 presents the experiment settings and discusses the results of the experiments. And 

Section 5 concludes our work and future work 

 

2. Proposed Method  

The overall model is given below in Figure 1 with 2 main parts: The training model by the application 

(on website) for users (candidates) and employers.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The proposed method 
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After collecting data from the job site in Binh Duong province and labeling the job categories for 

candidates, features will be represented numerically and built into machine learning models based on 

machine learning algorithms like the Recurrent Neural Network (RNN) the Support Vector Machine (SVM), 

Random Forest (RF) and Decision Tree (DT). The processed data will be converted into digital vectors and 

put into machine learning models for training to serve the prediction process. The application is built on pre-

trained machine learning models. The prediction process is based on the user’s input and returns the 

outcomes on the user interface.There are numerous inspirations for utilizing highlights as opposed to the 

pixels straightforwardly. The element based framework works for identifying facial milestones from 

nonpartisan and posture variety pictures was planned. Prior to figuring the likeness between faces, the face 

pictures should be adjusted. To do this, first create the milestone purposes of the eyes, mouth and nose. The 

three milestone focuses are produced for each picture accessible in the preparation dataset. The fourth 

milestone point is known as stero. It makes a 3*3 channel over the picture and concentrates the facial 

highlights and computes the separation between the test picture and preparing pictures. 

 

2.1 Features 

Training data includes 2 types: numeric data and string data. 

- The numerical data consists of: Age, Gender, Year of Experience. 

- String data includes: Education, Previous job, Foreign Language, Computing.  

Each sort of data has been pre-processed, extracted different features to convert into numeric data and 

put into a training model. Besides, the processing and converting data into featured-vectors are carried out as 

follows: 

Numeric data: these values have different values that affect the efficiency of many algorithms that are 

relevant to the problems such as: implementation time, convergence process, and the accuracy of the 

algorithm. Therefore, we need a further step to normalize data into standardized-data. In this research, we 

use the following formula to standardize data into the form of [0,1]: 

𝑧𝑖 =
𝑥𝑖−𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥)−𝑚𝑖𝑛(𝑥)
                (1) 

Text data: Before converting, we convert text data into vectors, we preprocess it with further steps: 

 Step 1: Removing commas, dots, spaces. 

 Step 2: Extracting Vietnamese words using Pyvi library 

 Step 3: Convert all words into lowercase. 

After preprocessing, we transform text data into a vector using TF-IDF (Term Frequency - Inverse 

Document Frequency) method [7-8]. 

TF-IDF is a technique used in text mining to evaluate the importance of a word in the text. A high 

value indicates the significance of the word and it depends on the number of times that the word appears in 

the overall document and is offset by how often the term presents in the data set. The formula TF-IDF is 

presented as follows: 

TF (Term Frequency): the number of times a word/ term occurs in a document. 

𝑇𝐹(𝑡, 𝑑) =
𝐹(𝑡,𝑑)

𝑚𝑎𝑥({𝐹(𝑤,𝑑)∶𝑤∈𝑑})
     (2) 

where,  

TF(t, d): the frequency of the word t in the document d 

F(t, d): the number of occurrences of word t in d 

max({F(w, d) : w ∈ d}): the number of occurrences of word with the most occurrences in the 

document d 
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IDF: aims to define the importance of a word/term within a document. In TF calculation, the 

importance of all words is considered equal. 

𝐼𝐷𝐹(𝑡, 𝐷) = 𝑙𝑜𝑔
|𝐷|

|{𝑑∈𝐷∶𝑡∈𝑑}|
                     (3) 

where, 

         IDF(t, D): the idf value of the word t in a text corpus  

         |D|: the total number of texts in corpus D 

        {d ∈ D : t ∈ d}|: number of document in  D containing word t  

The formula of TF-IDF based on TF and IDF is calculated as below:  

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑇𝐹(𝑡, 𝑑) ∗ 𝐼𝐷𝐹(𝑡, 𝐷)         (4) 

We use the TF-IDF technique to represent the textual data columns in the candidate information. All 

information in each column will be collected to create a dictionary of words at that column. The data of each 

candidate are represented by vectors based on the dictionary, then the TF-IDF formula is computed per 

vector and gives a vector which represents each information of the candidate.  

 
2.2  Training 
 

In this research, we use Support Vector Machine (SVM), Random Forest (RF), Decision Tree (DT) 

and Recurrent Neural Network (RNN) to train the model. The methods are detailed below:  

SVM 

Support Vector Machine (SVM) method was developed from the theory of statistics of Vapnik and 

Chervonenkis in 1995 [9-10], and has a lot of potential for developing it in theory as well as in practice. The 

SVM method has the ability to classify the classification problem as well as in many practical applications. 

Support Vector Machines (SVM) method is a new technique for data classification, which is a learning 

method using the hypothetical space of linear functions over multi-dimensional feature space, based in 

optimization theory and statistical theory. In the SVM technique, the initial input data space will be mapped 

into the feature space. In this high dimensional space, the optimal separating hyperplane will be determined. 

Figure 2 shows the separating hyperplane (w, b) in 2 dimensional space.  

   

 

 

 

 

 

 

 

 

Figure 2: Divided according to hyperplane (w, b) in 2-dimensional space 

Decision Tree 

Decision Tree (DT) is a model, expressly mapping from observations of a data to make conclusions 

about the target value of thing [11-12]. Each internal node corresponds to a variable; the line between it and 

the child nodes represents a specific value for that variable. Each leaf node represents the predicted value of 
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the target variable, given the values of the variables represented by the path from the root node to that leaf 

node. Figure 3 shows Decision Tree model. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Decision Tree Model 

The Decision Tree is a supervised machine learning model that can be applied to both classification 

and regression problems. Building a decision tree on top of a given training data is the identification of 

questions and their order. One notable feature of Decision Tree is that it can work with categorical features, 

often discrete and out of order. 

Random Forest 

Random Forests (RF) is a supervised learning algorithm. “Ensemble” means gathering all the "weak 

learners" and helping it work together to produce a highly reliable prediction [13]. In this case, the "weak 

learners" are all Decision Trees randomly combined to form highly reliable predictions - Random Forest is 

one of the most popular machine learning algorithms. Figure 4 illustrates the random forest model. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Random Forest Model 
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Recurrent Neural Network 

Recurrent neural networks (RNNs) [14-18], are a class of neural networks. This model uses previous 

outputs as inputs while having hidden states. RNNs have many advantages such as:  

- Any length of input can be processed effectively  

- The size of input does not affect to the model size  

- Account historical information contains the computation  

- By the time, all weights are shared 

 

Figure 5: A diagram of a simple RNN cell 

Fig. 5 shows a diagram of a simple RNN cell. The cell unit represents the memory. Individual cells 

are combined together to form a large network thereby befitting the term deep neural networks.  

 
3. Experiments 
 

3.1  Dataset 

The dataset is collected directly from Binh Duong career site of Binh Duong Job Center. The raw data 

set included 1967 profile samples that the user uploaded on the website. The data set is saved in an Excel 

format, including 13 columns of different information such as: Name, Date of Birth, Gender, ID Number, 

Phone Number, Address, Registration Time, Job Position, Workplace, Years of Experience, Education 

Level, Major/Industry, Foreign Language and Computing. 

 
3.2  Processing data 

We implement the data pre-processing process by removing personal information such as: Name, ID 

Number, Phone Number, Address, Registration Time and other information in the remaining columns. The 

Date of Birth column will transform into the current age. However, there is still a lot of repetitive 

information among the candidates in this data set. In order to avoid noise in the data making process, we 

remove the duplicates and retain only one based on the ID Number column. Since this is a defined value 

(key-value) between the candidates, the results after filtering the overlap in the data set, we obtained 1516 

samples labeled data. After eliminating the irrelevant information, we assign the appropriate job category to 

each profile sample. The job description table is referenced directly from the website of the Job Center of 

Binh Duong province. Next, we proceed to label data that candidates entered into the data set. Based on the 

columns of information that the candidates enter: Occupation, Job Position that they apply; it is classified 

into the above occupations. There are also some spelling errors, incorrect syntax, and invalid information 

being preprocessed to match the column information during the labeling process. Details of the data column 

information that candidates provide jobs include: Age, Gender, Years of Experience, Education, Foreign 

Language and Computing. Data is divided into 2 parts Train and Test in proportional of 8 and 2. 

 
3.3  Model Training 
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After preprocessing the raw data, we use Min-Max scaling technique to transform the numeric data 

into vector form [0,1]. For textual data, we use TF-IDF technique to convert text values to representational 

vectors. Then join the vectors of these columns together to make the vector representing each data row, the 

job label is also converted to the corresponding numeric form, the operator puts these two values into the 

algorithmic machine learning model. SVM, RF, DT, RNN to train and evaluate the model. 

3.4  Experiment Results 

The datasets were converted into vectors and put into a training model using four machine learning 

methods: Support Vector Machine (SVM), Random Forest, Decision Tree and RNN. We use the Python 

programming language, the pyvi library Tran Viet Trung (2016) for tokenize words, the Sklearn, keras 

machine learning library with Numpy and Scipy. In addition, the application interface is designed by HTML, 

Javascript, CSS and Bootstrap. The results are evaluated on three measurements: accuracy, coverage and F1 

score. These measurements are calculated by using the formulas below. 

Precision = TP/(TP + FP)                              (5) 

Precision is the ability of the categorical algorithm to not assign negative values to the positive 

pattern. For each class, it is defined as the ratio of True Positive to the sum of the True Positive and the False 

Positive. 

Recall = TP/(TP+FN)                                    (6) 

Recall is the ability of a classification algorithm to find the positive patterns. For each class, it is 

defined as the True Positive ratio to the True Positive to False Negative ratio. 

And, F1 score is the neutralization of the Precision and Recall values.  

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
            (7) 

The results are shown in Table 1. Fig. 6 shows the comparison of results of the 4 methods SVM, RF, 

DT and RNN. 

Table 1: Results of 4 methods: SVM, RF, DT and RNN. 

Method Precision Recall F1-score 

SVM 73.64 70.29 71.92 

RF 69.87 48.51 57.27 

DT 64.21 62.05 63.11 

RNN 71.58 70.72 71.15 

 

Figure 6: Comparison of results of the 4 methods SVM, RF, DT and RNN. 
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According to the results in Table 1, we see that the Support Vector Machine (SVM) method got the 

best performances with a precision of 73.64%, recall of 79.29%, and F1-score of 71.92% respectively. The 

results are much higher than the other three methods, Random Forest, Decision Tree and RNNs. RNNs got 

the second place. Because the dataset is small, that’s why RNNs didn’t work well. The SVM model worked 

well on the dataset by the effective algorithm. By the results, the SVM method will be saved for building 

Web application. 

On the Web application, users will directly input candidates' information: Age, Degree, Years of 

Experience, Foreign Language, Computing and Gender. The application will take this information pre-

processed and pass through the SVM model to predict and give the most appropriate occupations. Four other 

suitable jobs are arranged in order from high to low suggestion. 

 

4. Conclusion 

This study presents a method of assessing applications using machine learning and deep learning 

approach. Basing on standardized input dataset which are converted to TF-IDF feature vectors and trained by 

four machine learning models: SVM, Decision Tree, Random Forest and RNN. The experiment shows that 

the SVM machine learning method gives the best results in the F-measure metric. We have also built an 

online application to assess the recruitment records and initially surveyed users' feedback. In the future, we 

will research and process the collected data and test on other models to find the best solution for the 

recruitment assessment.   
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