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Abstract    
 n the digital era, it is undeniable that voice classification plays a meaningful task 

in various aspects of life. In this research, we propose a method of predicting the 

gender and region of the Vietnamese voice which is based on the spectrum of 

sound using the deep learning approach. From the raw dataset, we conducted the 

preprocessing stage to take the audio dataset to the same frequency and time standard. 

After that, we extracted Mel Spectrogram feature and then put into a deep learning 

model - Convolutional Neural Network to train and optimize. Our experiments on 37 

samples taken from VIVOS corpus audio dataset achieve the accuracy of 86.48% for 

predicting gender and 51.45% for predicting the region of the voice. 

1. Introduction 
 

Spoken communication is the most typical mean of communication in human lives. Voice carries a lot 

of information regarding the person who is speaking. To receive the voice from a person, there are certain 

features that exist in the signal of the voice. Because of its valuable information, there are many applications 

using voice recognition such as: chat, detecting person, business, security, etc. 

To understand the characteristics of speech in media, voice recognition is an especially significant 

task. However, recognizing voice is a very challenging problem because of various ways expression of 

people and difficult to distinguish its unclear features. Many researchers focus on solving this problem, and 

the most effective approach is using deep learning. For the Vietnamese voice recognition, there are a few 

research, this task is still challenge because of its characteristics. 

      In this paper, we propose a deep learning method to classify Vietnamese voice. We 

extracted Mel Spectrogram feature and used Convolutional Neural Network to recognize the voice. We did 

experiment on VIVOS dataset and evaluated by accuracy. The organization of this paper is as follows: 

Section 2 introduces related work. Then Section 3 describes in detail our proposed method. Section 4 shows 

the experiments. Finally, summarizing our work and future directions are discussed in Section 5. 

2. Related Work 

Training low-level extracted features is conventional technique for solving voice recognition problem. 

However, how to extract good features is difficult, and optimization is even harder. As a result, focusing on 

the use of powerful strategies for semantic analysis and relying on model selection to optimize the results are 

the traditional trend in audio retrieval.  

There are many different techniques in sound feature extraction presented in the various documents 

used in sound recognition and detection. Each technique has its own advantages and disadvantages 

depending on the acoustic environment [1]. 

A couple of the featured extraction techniques include: 

I 
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- Mel-frequency Cepstral Coefficients (MFCC)   

- Linear Prediction Coefficient (LPC) 

- Perceptual Linear Predictive (PLP) 

- Relative Spectral Processing (RASTA) 

- Linear Prediction Cepstral Coefficient (LPCC) 

The traditional classifications of Gaussian Mixture Models (GMM), Support Vector Machine (SVM) 

and Hidden Markov Models (HMM) were used a lot in the past in sound recognition. But these approaches 

often do not handle well when the audio data is recorded through many different devices and environments, 

or not under the same recording conditions. In contrast, Deep Learning approaches often give higher results 

and accuracy. Restricted Boltzmann Machine (RBM), Convolutional Neural Network (CNN) and Long-

Short-Term Memory (LSTM) are among the deep learning approaches for voice recognition [2-5].  

Tapas et al used CNN to identify Closed-Set Device-Independent Speaker [6]. Nidhi Srivastava et al 

proposed MFCC and Neural Networks for speech recognition [7]. Using phase encoded Mel filterbank 

energies and CNN method is used by Rishabh N. Tak et al. [8]. Ossama Abdel-Hamid [9] proposed Hybrid 

Deep Neural Network-Hidden Markov model (HMM) for speech recognition. 

Based on the previous researches, we propose Convolutional Neural Network for Vietnamese voice 

classification.  

3. Methodology 
3.1 The proposed model 

Figure l describes our proposed model. There are four main parts in this model: collecting data, 

preprocessing, extracting feature and training. From the self-collected raw audio dataset, the subject 

performed pre-processing methods such as converting audio formats into WAV, reducing sample size from 

44100Hz to 16000Hz. Each sound file has a size of 3s each and is divided into 6 sets of samples 

corresponding to 2 genders: Male and Female and 3 regions of Vietnam: North, Central and South.  Then we 

pass to the deep learning model- CNN to extract the features and identify.  We will describe more detail how 

to preprocess and extract feature in next part. 

                                  
Figure 1:The proposed model 
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3.2 Mel Feature Extraction  

In order to characterize the sound, the researchers typically will use MFCC (Mel Frequency Cepstral 

Coefficients). However, for frequency purpose, if using the MFCC feature extraction, it often results in 

serious problems. The reason is that transforming the discrete cosine which converts the spectral energy into 

another form might not be able to maintain the locality or inherent characteristics) of the frequency [9, 10]. 

In our proposed model, we use Log-Mel Spectrogram to extract sound characteristics for the training 

process. The process is described in Figure 2    

      

 
Figure 2: Procedure of Mel feature extraction 

Observing the above process, we can see that the sound is divided into frames of fixed length. The 

purpose is to sample small (in theory stable) signal segments. The window function removes the extra effects 

and vectors implemented on each window frame. Fast Fourier Transforms of each frame are calculated and 

logarithm of spectral amplitude. Phase information is ignored since the spectral amplitude is more important 

than phase. It requires to carry out the logarithm of the spectral amplitude since the volume of the signal is 

approximately logarithmic. Next, we made the change in popularity according to Mel scale. Each section is 

described in details in the following sections. 

In data sampling, we consider the digitized audio signal by disassembling the value over evenly 

spaced intervals; therefore, it is important to ensure that the sampling rate is large enough to describe the 

signal- waveform signal. The sampling frequency should be at least twice as much as the waveform 

frequency as Nyquist's theorem. Common sampling rates are 8000, 11025, 16000, 22050, 44000. Frequently, 

it is used the frequencies above 10Khz. Figure 3 presents example of sound by time and amplitude. 

              
Figure 3: Example of sound sample 

Frame signaling 

Framing is the process of dividing a signal sample into a number of overlapping or non-overlapping 

frames. The purpose of framing is to sample small (theoretically stable) signal segments. The problem is that 
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the sound nature is unstable. So the Fourier transform will represent the frequency that occurs across the time 

domain instead of a specific time. 

Since when the signal is unstable, it should be divided into discrete windows so that the signal in each 

window becomes static and the Fourier transformation is performed on each frame. 

Getting the signal window 

The next step is to take the window for each frame separately to reduce interruptions of the voice 

signal at the beginning and the end of each frame. Usually Hamming window is used, this window looks like 

the formula as follows: 

 

w(n) = 0,54 − 0,46 cos (2Π
n

N
) , 0 ≤ n < N            (1) 

In which the window length L = N + 1 

Fast Fourier Transformation 

Discrete Fourier Transform (DFT) or Fast Fourier transformation (FFT) is performed to convert each 

frame with N samples from time domain to frequency domain. The original signal should be performed 

Fourier transforms through a band pass filter to handle the Mel frequency deviation. 

Converting to Mel scale 

To accurately describe the frequency reception of the auditory system, another scale is built - the Mel 

scale. Converting the frequency to the Mel frequency domain helps to smoothen the spectrum and give rise 

to meaningful sensed frequencies. Fourier transforms the signal through a bandpass filter to simplify 

spectrum without losing data. 

       This is done by aggregating spectral components into a frequency band. Spectrum is simplified by 

using an array of filters to separate the spectrum into channels. The filters are evenly spaced on the Mel scale 

and taken logarithmic on the frequency scale; the low frequency channels are linear while the high frequency 

channels are logarithmic. 

• The transition to the Mel frequency scale is performed in three steps: 

• Fix the value area under each filter and sometimes set the scale to 1.  

• Set M = number of required filter bands. 

• Evenly distributed on the Mel frequency scale 

• Convert from Hz to Wi on a linear scale.  

 

After preprocessing and extracting feature, we use deep learning approach to train the model, the next 

part will present it. 

3.3 Deep Learning approach 

We use CNN- a Deep Learning method for voice classification [3, 6, 9, 11-14]. For model recognition, 

when using it, the input data needs to be arranged as feature maps to include CNN training. To visualize, we 

arrange the input as a 2-dimensional array where the horizontal and vertical values are the pixel values at the 

x and y coordinates. RGB color values (Red, Green, Blue) can be considered as 3 different 2 dimensional 

feature maps. At both training and test time, CNNs slide a small window on the input image, so the weight of 

the network can learn many features of the input data through this window. 

It is essential to align the voice feature into feature maps to be suitable for CNN network processing 

and training. The input image involved in the processing of the CNN network can be considered a spectrum 

with the static, delta, and delta-delta characteristics playing the role of red, green, and blue. Following this 

way, we need to ensure that the input images maintain their inherent characteristics or "locality" on the two 
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frequency and time axes. Like previous speech recognition studies, each single window as input to CNN will 

include a certain amount of context (context 9-15 frames). 

Typically to characterize the sound, researchers will use MFCC (Mel Frequency Cepstral 

Coefficients). However, for frequency purpose, if using the MFCC feature extraction, it often causes serious 

problems. The reason is transforming the discrete cosine that converts the spectral energy into another form 

may not be able to maintain the locality or inherent characteristics of the frequency [9]. 

      The subject used the Log-Mel Spectrogram to describe the distribution of acoustic energy 

in each different frequency and to represent each voice frame. 

 

 

Figure 4: Two ways of the voice feature are input of a CNN network  

There are a number of different ways to organize Log-Mel Spectrogram features into the features map. 

In Figure 4 (b) the voice features can be arranged into 3 2-dimensional feature maps, in each feature map 

representing Log-Mel Spectrogram (static, delta and delta-delta) features are classified together with both 

frequency (using frequency band index) and time (using the number of frames in each context window). So 

the 2-dimensional convolution is performed to normalize the changes in time and frequency simultaneously. 

In addition, the frequency variation can also be normalized. So the Log-Mel Spectrogram features are 

arranged as one-dimensional feature maps as shown in Figure 4 (c). For example, we will create 45 1-

dimensional feature maps, with each map having a size of 40 if the context window contains 40 filter bands 

and 15 frames. Therefore, one-dimensional convolution will be applied along the frequency axis. 

When the input feature maps are formed, the convolutional layer and the pooling layer use 

independent operations to generate activating units in sequence on those layers. Similar to the input classes, 

units of pooling and convolution can also be arranged in the map. Figure 5 shows CNN model for voice 

classification.  
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Figure 5: CNN model for voice classification 

4. Experiments 
4.1 Dataset 

We did experiments with the collected data form Zalo AI contest which was divided into 6 sets of 

samples corresponding to 2 genders and 3 regions followed by converting the audio to the extension wav 

format. The total training data for the system is 270 samples. The dataset is described in details in the Table 

1. 

Table 1: The dataset 

Area of Voice in Vietnam Number of samples 

North Male 42 

North Female 45 

Central Male 75 

Central Female 44 

South Male 27 

South Female 37 

Total 270 

The test data contains 37 samples collected from Vivos Corpus data set of the Computer Science Lab 

[15], University of Sciences formatted with the wav extension. On each audio data file, we cut a file with the 

duration of 3s, then reduced a sound frequency to 16Khz in order to bring the training data sample to a 

common standard. e used the Pydub sound processing library [16] for the audio processing.  

      The purpose of this process is to standardize the input so that the CNN network can better 

learn voice features. In addition, it also ensures uniformity in training data. Next, put them in the project's 

data directory for the training process. 

 

4.2. Experiment Result 
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We trained samples from the collected audio data. We used the Librosa sound processing library [17] 

which is installed in Python's library. Audio files are divided into frames as 250ms in length without 

duplication. Each frame is labeled corresponding to the sound file (including gender and region). 

     From each frame, we extracted characteristics of Log-Mel Spectrogram with 60 bands. The results 

are entered in the log amplitude function. The results are then characterized with the corresponding delta. 

After extracting the Log-Mel Spectrogram feature, we used the Numpy library to synthesize the features and 

labels of the sound. Keras [18] and Tensorflow library [19] supporting the Convolutional Neural Network 

are used with following parameters are shown in Table 2. 

     The model trained by the optimal function is Adam with learning rate: 0.0001, beta_1: 0.9, beta_2: 

0.999. The training and testing ratio is 8:2 and 9:1, respectively. 

     After the training is completed, the model is saved for building the application.  The predictive 

audio sample is divided into 250 frames each, using the featured extraction method described above, and 

then fed into the CNN network. The label of the file is selected by the voting majority strategy. 

Table 2. Detail of model parameters 

Layer Parameter 

Conv2D 64 kernels (7x7) 

MaxPooling2D Size 3x3, strides 2x2 

Conv2D 128 kernels (5x5) 

MaxPooling2D Size 2x2 

Conv2D 256 kernels (2x2) 

MaxPooling2 Size 2x2 

Flatten  

Dense 200  

Dropout 0.2 

Dense Softmax 

 

 We use accuracy to evaluate the prediction result. The formula is calculated as follows:  

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑦, 𝑦
^

) =
1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
∑ 1 (𝑦𝑖

^
= 𝑦𝑖)

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 −1

𝑖=0
   (2) 

 where, 𝑦
^
  is prediction result of 𝑖 sample and 𝑦𝑖  is the true label. The assessment is based on two 

factors: gender identity accuracy, and regional accuracy. 

The results of gender and region predictions are shown in Table 3 and Figure 6. By the results, the 

gender detection accuracy is 32 samples/37 accurate samples and 19 samples/37 accurate samples is the 

accuracy of region identification.  
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Table 3. The result of our proposed model 

Method Accuracy 

Gender Region 

CNN + Log-Mel Spectrogram 86.48% 51.45% 

 

 
Figure 6: Our proposed model results 

Following the results, we can see that the recognition system is quite good about gender, and low 

recognition rate of the region of the voice. Vietnamese is a tonal language with different dialects. Such 

variety of dialects brings up the challenges for Vietnamese automatic recognition systems. 

In terms of pronunciation alone, the same word but in different regions can be pronounced differently. 

With two different dialects, they sound the same, but the content is understood differently by each dialect. 

This factor alone can cause confusion, significantly affecting the speech recognition system. 

Although there has not been a widely recognized approach on how to divide Vietnamese dialect, the 

majority of researchers divide it into three main regions: Northern, Central and Southern. The division of 

dialectal regions is also relative, not completely separate. There are transitions between regions, sometimes 

within a locality, with a narrow geographical range such as between villages and communes. From that, we 

can see that the data used to train the learning convolutional neural network is not enough to cover the 

number of voices for each region, and in each region there will be many different small dialects for a region, 

this is an among the largest barriers for the system to be able to identify the most accurate domain. Another 

reason is the data still has quite a bit of noise in each audio file.  

       Thus, it can be seen that the gender identification system is quite good and in order to 

improve the ability to identify the region, the input data must be large and sufficient to cover a certain region, 

then accuracy of region identification increases. 

5.  Conclusion 

We presented an approach to classify gender and region of Vietnamese voice by using deep learning - 

Convolutional Neural Network model in this research. We extracted Mel Spectrogram feature and use CNN 

to recognize the gender and region voice. We conduct experiment on Zalo AI contest and VIVOS dataset and 

evaluate by accuracy. By the experiment results, our proposed method got the best scores since it could 

recognize gender and region voice. We are looking to work more on the learning in depth to improve the 

accuracy in the voice classification.   
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