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Abstract   
ensitive information such as credit card information, username, password 
and social security number etc, can be stolen using a fake page that imitates 
trusted website is called phishing. The attacker designs a similar webpage 

either by copying or making small manipulation to the legitimate page so that the 
online user cannot distinguish the legitimate and fake websites. A Deep Neural 
Network (DNN) was introduced to detect the phishing Uniform Resource Locator 
(URL). Initially, a 30-dimension feature vector was constructed based on URL-
based features, Hypertext Markup Language (HTML)-based features and domain-
based features. These features were processed in DNN to detect the phishing 
URL. However, the irrelevant, redundant and noisy features in the dataset 
increase the complexity of DNN classifier. So the feature selection is required for 
efficient phishing attack detection. But feature selection is a time-consuming 
process since it is an independent process. So in this paper, a feature vector is 
generated by DNN itself using Stacked Denoise Auto Encoder (SDAE). 
Moreover, the noisy data such as missing features affect the efficiency of 
phishing detection so the SDAE is trained to reconstruct a clean input feature vector. The initial input feature 
vector is corrupted by setting some feature vectors as zero. Then, the corrupted feature vector is then plotted 
with basic auto encoder, to a hidden representation from that the input feature vector is reconstructed. The 
reconstructed features are given as input to DNN which selects the most relevant features and predicts the 
phishing URL. Hence the sparse feature representation of SDAE increases the classification accuracy of 
DNN. The experiments are conducted in Ham, Phishing Corpus and Phishload datasets to prove the 
effectiveness of DNN-SDAE.  
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1. Introduction 
Phishing [1] is a treacherous attempt wherein the main intention of the attacker is to capture a victim’s 

sensitive information. Generally a classic phishing attack is performed based on using a proxy or man-in-the-
middle attacks or making use of browser weakness. However, the most general method is creating a web 
page which is more similar to the one which is familiar to the user. Hence, phishing still causes an important 
security threat and a large number of internet users faces this problem. Such attacks are also causing trouble 
for companies that provide online services.  

Various techniques such as Support Vector Machine (SVM), Logistic Regression (LR), Naïve Bayes 
and Artificial Neural Network (ANN) [2] were utilized for phishing attack detection. Good quality of 
training data is obtained by using deep learning technique. So, a Deep Neural Network (DNN) [3] was 
introduced for phishing attack detection. Initially, a feature extractor was used to extract 30-dimension 
feature vector from the URLs. Then, the extracted features were processed in DNN to classify the URL as a 
phishing URL or legitimate URL. The dataset may consist of redundant, irrelevant and noisy features. By 
using such features in DNN, the classification accuracy of DNN is affected.  

So in this paper, DNN with Stacked Denoise Auto Encoder (SDAE) [4, 5] is proposed to remove the 
irrelevant, redundant and noisy data (missing features) for phishing URL detection. The feature selection 
process can remove irrelevant, redundant and noisy (missing features) features by selecting the most 
important features. But feature selection is a time-consuming process since it is an independent process. So, 
the feature vector is generated by DNN through SDAE. SDAE reconstructs the features from the corrupted 
version of the features by using a stochastic mapping. The reconstructed features are fed into the DNN to 
choose the most relevant features and detect the phishing URLs. The SDAE constructs high-level features 
which increase the classification accuracy of DNN.  

2. Literature Survey  
Hybrid feature selection method [6] was proposed for phishing email detection. This method was 

based on the grouping of behavior-based and content-based phishing detection approaches. Based on the 
email header, this method mined the behavior of the attacker. By analyzing the attacker behavior, it came to 
know that phishing email which had tended to generated from more than one domain. It indicated abnormal 
activity. However, this model concentrated only on email headers.  

A novel approach was proposed [7] to detect and prevent from phishing URL. It combined Webpage 
similarity and URL-based based detection methods. URL-based phishing detection involved the extraction of 
actual URL and the result generated by the approach proceeded to the next phase. The approach proceeded to 
the visual similarity-based detection when the URL-based detection doesn’t detect phishing. The webpage 
similarity-based detection used a threshold value for phishing attack detection. However, the efficiency of 
this approach depends on the threshold value.  

A dynamic evolving neural network [8] model was proposed based on reinforcement learning for the 
detection of an online phishing email. It detected phishing emails by combined reinforcement learning and 
neural network as a single framework. It could adjust itself to produce email detection system. The dynamic 
model accepted the concept of reinforcement learning which dynamically enhanced the performance of the 
dynamic model. By including additional dataset to the offline dataset, the richness of this model could be 
increased.  

An ensemble model [9] was proposed for detection of phishing attacks with Remove-Replace Feature 
Selection Technique (RRFST). It reduced the number of features by randomly selecting a feature and 
removing that feature when the attack detection accuracy was unchanged. On other hand, features were 
replaced to its original feature space when attack detection accuracy was increased. The selected features 
were used in Random Forest (RF), C4.5 and Classification and Regression Tree (CART). Even though the 
ensemble method had high detection accuracy, it consumed more space to store trees.  

An efficient phishing website detection model [10] was proposed based on improved Back 
Propagation (BP) Neural Network (BPNN) and dual feature evaluation. A grey wolf algorithm was 



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242 

 

116 

 

introduced to fine tune the BPNN and dual feature to sensibly choose starting parameters. After that, a dual 
feature evaluation mechanism was utilized to estimate the results of improved BPNN. The phishing website 
recognition accuracy was improved by using the dual feature evaluation mechanism. By using more features, 
the accuracy of this model could be increased.   

A fuzzy rough set feature selection method [11] was introduced to enhance phishing attack detection. 
Fuzzy Rough Set theory was used to select the most discriminative features in the dataset. The selected 
features were fed into RF, multipreceptron and Sequential Minimal Optimization (SMO) classifiers to find 
the phishing websites. However, the accuracy of this method is low.  

Hybrid Ensemble Feature Selection (HEFS) method [12] was proposed for phishing detection. 
Initially, primary feature subsets were generated by using a Cumulative Distribution Function gradient 
(CDF-g) algorithm and those features were acted as input to the data perturbation ensemble method. It 
produced secondary feature subsets. Then, a group of features primary and secondary features were obtained 
by employing a function perturbation ensemble method. These features were processed by Random Forest 
(RF) to distinguish the phishing and legitimate websites. However, the complexity of RF is high due to the 
creation of more number of trees.  

A Case-Based Reasoning Phishing Detection System (CBR-PDS) [13] was introduced to detect the 
phishing websites. It primarily based on the CBR which act as animportant part of phishing detection system. 
This system was highly flexible and active as it can easily detected latest phishing attacks. The CBR 
classifier classified websites with a relatively small dataset but other classifiers required to be trained in 
advance before classifying the websites. Initially CBR-PDS process checks OPT of current URL and checks 
whether the OPT was exist or not. If the OPT was present, the proposed CBR-PDS flag it as phishing 
website otherwise extracted features of that URL and it was formulated a new case to be tested. Then it starts 
CBR process which retrieves the most similar cases. However, it was failed to implement in integrated web-
based CBR-PDS system.  

3. Proposed Methodology 

 
Fig.1: Workflow of Proposed Methodology  
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Here, the proposed Deep Neural Network with Stacked Denoising Auto Encoder (DNN-SDAE) for 
phishing attack detection is described in detail. Initially, a feature extractor [3] obtains URLs as an input and 
returns a vector that consists of thirty features. Then, the extracted features are reconstructed by SDAE to 
obtain high-level features for phishing detection. The reconstructed features are used in DNN which selects 
most significant features and predict the phishing URL. Fig. 1 shows the work flow of the proposed 
methodology.  

 

3.1. Reconstruction of features using Stacked Denoise Auto Encoder   

Stacked Denoising Auto Encoder (SDAE) gets the extracted features as input. SDAE has three layers 
are input layer, hidden layer and output layer. The hidden layer and output layer of SDAE is called as 
encoder layer and decoder layer respectively. SDAE consists of two encoding and two decoding layers. 
Initially, SDAE generates a vector 𝑥 by assigning some feature vectors as 0. Then, the SDAE uses 𝑥 as input 
feature vector. The number of units in the input layer is equal to the dimension of 𝑥 and the dimension of 𝑥 is 
denoted as 𝑑. In the encoding layer, the result of the first encoding layer acts as input to the second encoding 
layer. Suppose, there are 𝐿 hidden layers in the encoding part, there is the activation function of the 𝑘th 
encoding layer is,  

𝑦(ାଵ) = 𝑓൫𝑊(ାଵ)𝑦() + 𝑏(ାଵ)൯, 𝑘 = 0,1, … , 𝐿 − 1(1) 

In (1), the input 𝑦  is the original data 𝑥 , 𝑊(ାଵ)  is the input-to-hidden weights of the 𝑘 + 1 th 
encoding layer, 𝑏(ାଵ) denotes the bias of the 𝑘 + 1th encoding layer and 𝑓() is the activation function of 
the hidden layer. 𝑓()is formulated as,  

𝑓൫𝑊(ାଵ)𝑦() + 𝑏(ାଵ)൯ = 𝑚𝑎𝑥൫0, 𝑊(ାଵ)𝑦() + 𝑏(ାଵ)൯(2) 

If 𝑊(ାଵ)𝑦() + 𝑏(ାଵ) < 0, the output of the hidden layer will be zero. Hence it generates a sparse 
feature representation which may have better partition ability. The result of the last encoding layer is the 
high-level features extorted by SDAE. In the decoding part, the result of first decoding layer acts as input to 
the second decoding layer. The decoding function of the 𝑘th decode layer is given as follows:  

𝑧(ାଵ) = 𝑓ௗ൫𝑊(ି)்𝑧() + 𝑏ᇱ(𝑘 + 1)൯, 𝑘 = 0,1, … 𝐿 − 1(3) 

In (3), the inputof the first decoding layer is represented as 𝑧()and the output of the last encoding 
layer is represented as 𝑦(). Here, softplus function is used as decoding function 𝑓ௗ() which is given as 
follows,  

𝑓ௗ(𝑎) = ൜
log(1 + 𝑒) , 𝑥 ∈ [0,1]

𝑎, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (4) 

In (4),𝑎 = 𝑊(ି)்𝑧() + 𝑏ᇱ(𝑘 + 1). The output 𝑧() of the last decoding layer is the reconstruction 
of the original input feature 𝑥. The objective function (reconstruction error) is given as follows,  

𝑂𝑏𝑗 =
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  (5) 

The process of SDAE while training is given as follows,  

1. Get the features from the feature extractor  

2. Train the initial encoding and the final decoding layer. 

3.Getthe 𝑊(), 𝑏()and the features 𝑦() which are the output of the initial encoding layer.  

4. Exploit 𝑦()as the input data of the (𝑘 + 1)th encoding layer.  
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5. Train the (𝑘 + 1)th denoise auto encoder and get𝑊(ାଵ) and 𝑏(ାଵ) and the features 𝑦(ାଵ). 

The SDAE is trained independently and the features, weight and bias values in the last decoding layer 
acted as the inputs of the DNN.  

3.2. Deep Neural Network with Softmax 

DNN with softmax is used to minimize the objective function 𝑂𝑏𝑗. Given an input training set with 𝑛 

features ൛𝑥()ൟ
ୀଵ


 which are selected by DNN and the feature’s label set ൛𝑡()ൟ

ୀଵ


, where 𝑡() is either -1 or 1, 

-1 represents the legitimate URL and 1 represents the phishing URL. Softmax estimates the probability of 
each feature vector belonging to each class (legitimate or phishing URL). The probability is given by, 

𝑃൫𝑡() = 2|𝑥(); 𝜃൯ =
1

𝑒ఏభ
௫()

+ 𝑒ఏమ
௫() ቈ𝑒ఏభ
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𝑒ఏమ
௫() (6) 

In (6), 𝜃 is the parameter of softmax parameter,  
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 normalizes the distribution so 

that the summation of the probability is one. The objective function of softmax is given as follows: 
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                     (7) 

In (7),ℎ = 1,2, 1{. } is the indicator function which returns 1 if the condition is true. Otherwise, it 
returns 0. By minimizing the objective function, legitimate URLs are detected effectively. The softmax is 
used to generate the classes of the features. The DNN together with SDAE and softmax is achieved an 
improved classification result. 

4. Result and Discussion 
The efficiency of DNN and DNN-SDAE is evaluated in this section based on accuracy, precision, 

recall and f-measure performance metrics. The DNN and DNN-SDAE based phishing detection in 
MATLAB 2018a by using Ham, Phishing Corpus and Phishload datasets. The Ham dataset is utilized for a 
baseline evaluation which consists of 4,150 legitimate e-mail communication and 1897 spam-based e-mails. 
The Phishing Corpus is utilized for its complication of phishing e-mail communication which consists of 
4,559 phishing e-mail messages. The Phishload dataset is utilized for its raw web-based coding structures 
that consist of 1,185 legitimate and 3,718 phishing URLs.  

4.1. Accuracy 

Accuracy is the fraction of the total number of correct phishing URL detections to the actual dataset 
size. It measures the overall rate of correctly detected legitimate and phishing URLs.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
்௨ ௦௧௩ ା்௨ ே௧௩

்௨ ௦௧௩ା்௨ ே௧௩ାி  ௦௧௩ ାி௦  ே௧௩ 
(8) 

 

In (8), True Positive is the percentage of phishing URLs in the training dataset that is properly 
differentiated as phishing URLs 

True Negative is the percentage of legitimate URLs in the training dataset that is properly 
differentiated as legitimate URLs 

False Positive is the percentage of legitimate URLs that is improperly differentiated as phishing URLs  

False Negative is the percentage of phishing URLs that is improperly differentiated as legitimate 
URLs.  
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Table 1 shows the comparison between DNN and DNN-SDAE in terms of accuracy for different 
datasets.  

Table 1: Comparison of Accuracy  

Datasets DNN DNN-SDAE 

Ham 0.9 0.92 

Phishing 
Corpus 

0.92 0.94 

Phishload 0.89 0.914 

 
 

 
 

Fig.2:Comparison of Accuracy 
 

Fig. 2 shows the comparison of accuracy between DNN and DNN-SDAE based phishing URL 
detection for Ham, Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the 
accuracy is taken in Y-axis. For Ham dataset, the accuracy of DNN-SDAE based phishing URL detection is 
2.22% greater than DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the accuracy 
of DNN-SDAE based phishing URL detection is 2.17% greater than DNN based phishing URL detection. 
The accuracy of DNN-SDAE based phishing URL detection is 2.7% greater than DNN based phishing URL 
detection for Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE based 
phishing URL detection has high accuracy than DNN based phishing URL detection.  

4.2. Precision 

Precision measures the exactness of the classifier, i.e., what percentage of URLs that the classifier 
labeled as phishing URLs and it is given by,  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௨ ௦௧௩

்௨ ௦௧௩ାி௦  ௦௧௩
 (9) 
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Table 2 shows the comparison between DNN and DNN-SDAE in terms of precision for different 
datasets.  

Table 2: Comparison of Precision 

Datasets DNN DNN-SDAE 

Ham 0.88 0.91 

Phishing Corpus 0.89 0.916 

Phishload 0.87 0.90 

 

 
Fig.3:Comparison of Precision 

 

Fig. 3 shows the comparison of precision between DNN and DNN-SDAE based phishing URL 
detection for Ham, Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the 
precision is taken in Y-axis. For Ham dataset, the precision of DNN-SDAE based phishing URL detection is 
3.41% greater than DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the 
precision of DNN-SDAE based phishing URL detection is 2.92% greater than DNN based phishing URL 
detection. The precision of DNN-SDAE based phishing URL detection is 3.45% greater than DNN based 
phishing URL detection for Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE 
based phishing URL detection has high precision than DNN based phishing URL detection.  

4.3. Recall 

Recall measures the completeness of the classifier results, i.e., what percentage of phishing URLs did 
the classifier label as phishing, and is given by,  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
்௨ ௦௧௩

்௨ ௦௧௩ାி௦ ே௧௩
(10) 

 

Table 3 shows the comparison between DNN and DNN-SDAE in terms of recall for different datasets.  
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Table 3: Comparison of Recall 

Datasets DNN DNN-SDAE 

Ham 0.87 0.9 

Phishing Corpus 0.88 0.915 

Phishload 0.88 0.92 

 

 
Fig.4:Comparison of Recall 

 Fig. 4 shows the comparison of recall between DNN and DNN-SDAE based phishing URL detection 
for Ham, Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the recall is taken in 
Y-axis. For Ham dataset, the recall of DNN-SDAE based phishing URL detection is 3.45% greater than 
DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the recall of DNN-SDAE based 
phishing URL detection is 3.98% greater than DNN based phishing URL detection. The recall of DNN-
SDAE based phishing URL detection is 4.55% greater than DNN based phishing URL detection for 
Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE based phishing URL 
detection has high recall than DNN based phishing URL detection. 

4.4. F-measure  

F-measure is computed as the mean of precision and recall. It is calculated as,  

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
௦×ோ

௦ାோ
                               (11) 

 

Table 4 shows the comparison between DNN and DNN-SDAE in terms of f-measure for different 
datasets.  
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Table 4:Comparison of F-measure 

Datasets DNN DNN-SDAE 

Ham 0.87 0.905 

Phishing Corpus 0.885 0.915 

Phishload 0.878 0.904 

 

 
Fig.5:Comparison of F-measure 

Fig. 5shows f-measure value of DNN and DNN-SDAE based phishing URL detection for Ham, 
Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the f-measure is taken inY-
axis. For Ham dataset, the f-measure of DNN-SDAE based phishing URL detection is 4.02% greater than 
DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the f-measure of DNN-SDAE 
based phishing URL detection is 3.39% greater than DNN based phishing URL detection. The f-measure of 
DNN-SDAE based phishing URL detection is 2.96% greater than DNN based phishing URL detection for 
Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE based phishing URL 
detection has high f-measure than DNN based phishing URL detection.  

5. Conclusion 
In this paper, DNN with SDAE is introduced for efficient phishing URL detection. A feature extractor 

extracts URL-based features, web-based features and domain-based features. The extracted features are 
reconstructed by SDAE which returns high-level features. These features are acted as input to DNN which 
selects the most important features and classifies the URLs as legitimate or phishing URLs by using softmax 
classifier. The SDAE returns sparse features which increase the classification accuracy of DNN. The 
experimental results prove that the proposed DNN-SDAE has high accuracy, precision, recall and f-measure 
for Ham, Phishing Corpus and Phishload datasets.  
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