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PREFACE
The International Journal of Machine Learning and Networked Collaborative

Engineering (IJMLNCE) with ISSN: 2581-3242 is now indexed in popular databases such

asBASE (Bielefeld Academic Search Engine), CNKI Scholar, CrossRef, CiteFactor,

Dimensions, DRJI, Google Scholar, Index Copernicus, JournalTOCs, J-Gate, Microsoft

Academic, PKP-Index, Portico, ROAD, Scilit, Semantic Scholar, Socolar or WorldCat-

OCLC. We are now proud to present the eighth volume of the journal, Volume No-03

Issue No-02, with some high-quality papers written by international authors and covering

different aspects related to machine learning and collaborative engineering.

Puri et al. published a work entitled “Cloudbin: Internet of Things based waste

monitoring system”. In this paper, authors present an IoT-based waste management system

called Cloudbin to monitor and control waste garbage in urban areas. To that end, authors

use different elements like an ultrasonic sensor, a GPS module or a methane detection

mechanism. The problem of waste management is one of the key elements in which

governments must take an active part.

Rimal published a work entitled “Machine Learning Prediction of Wikipedia Time

Series Data using: R Programming”. In this work, author explains how prediction of

automatic learning of Wikipedia time series work using the R environment. To that end,

author focused on real data from Cristina Ronaldo, a famous football player, presenting,

according to the author, the simplest way to predict times series data and its strengths for

data analysis.

Sen et al. published a work entitled “Study of Energy Efficient Algorithms for Cloud

Computing based on Virtual Machine Migration Techniques”. This study describes how

energy efficiency in cloud computing is one of the most important features to be

considered to measure the efficiency of such services, balancing power and quality of the

service. Thus, authors discuss how virtual machine migration techniques can help to

achieve energy efficiency.
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Choudhary published a work entitled “Information Processing in GLIF Neuron

Model with Noisy Conductance”. Authors investigate the generalized leaky integrate-and-

fire neuron model with stochastic synaptic conductance and investigate the effect of

varying concentration of electro-chemicals at synapse in a single neuron model. To that,

they developed a simulation-based study with the temporal encoding technique to analyze

the encoding mechanism.

Finally, Kothandan and Sujatha published a work entitled “Deep Neural Network

with Stacked Denoise Auto Encoder for Phishing Detection”. In this paper, authors present

and discuss a deep neural network to detect phishing uniform resource locators. They use a

feature vector with a stacked denoise auto encoder. In addition, the noisy data is trained to

reconstruct a clean input feature vector. Experiments are based on the Ham, Phishing

Corpus and Phishload datasets to prove its effectiveness.
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In this present technological era, the areas like machine intelligence, machine learning,
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researchers as well as the industry personnel.

In last few years, numerous uses of machine learning and its related domain, has

drawn ample attention of the people, that has generated a large number of applications in

this field, making machine learning and collaborative engineering highly admired one.

Machine intelligence or machine learning is not a new concept. In terms of Artificial

Intelligence, we were familiar with several aspects of the field, but nowadays with the

introduction of machine learning, the use of this has been highly evolving, especially for

improving the lifestyle of the human being.

There are numerous application areas of machine learning or machine intelligence,

irrespective of any famous sector, from Healthcare, Space, Automation, Aviation

industries etc. to entertainment industry and even in academia.



International Journal of Machine Learning and Networked Collaborative Engineering, ISSN: 2581-3242, Vol.3 No. 2

x

With this insight, IJMLNCE invites quality and authentic research works in form of

manuscripts, for our forthcoming version. The Journal solicits latest research work carried

out by the researchers, academicians and industry practitioners, in the domain of machine

learning and collaborative engineering.

Plagiarism is considered as a serious ethical and professional malpractice in case of

IJMLNCE. So similarity check should be taken care at its highest level. The originality of

the work will be highly appreciated. Each paper will be peer-reviewed by the expert

reviewers and in a multilayer approach. The editorial board of the journal believes in high

moral and ethical practices.

The authors are invited to submit their authentic and unpublished manuscripts online

only. They will get final decision about the acceptance or rejection of the

manuscript within 06-12 weeks from the date of submission of manuscripts. Once the

manuscript gets accepted, author will be asked to complete the copyright agreement. An e-

mail communication will also be sent to the author’s registered mail ID, after verification

of incorporation of all reviewers’ comments, in term of their final camera-ready-paper; it

will be published to the upcoming journal’s volumes.

Please note that there is no article processing cost for publishing articles in this

journal and the journal is open access.



Vol. 03, No. 2,(2019),076–082, ISSN:2581-3242

International Journal of Machine Learning and Networked
Collaborative Engineering

Journal Homepage: http://www.mlnce.net/home/index.html

DOI : https://doi.org/10.30991/IJMLNCE.2019v03i02.001

76

Keywords
Internet of Things

Cloud Computing

IoT

Garbage Monitoring
System

Artificial Intelligence

Blynk

Cloudbin: Internet of Things based Waste Monitoring
System

aVikram Puri*,bBhuvan Puri,cSandeep Singh Jagdev, dTrí Tran Huu Minh
a,dDuy Tan University, Da Nang, Vietnam

bD.A.V institute of Engineering and Technology, Punjab, India

cEllen Technology(P) Ltd, Punjab, India

apurivikram@duytan.edu.vn(https://orcid.org/0000-0002-4023-9935)

b bhuvanpur239@gmail.com(https://orcid.org/0000-0002-3098-7892)
c sandeepsinghjagdev6@gmail.com(https://orcid.org/0000-0002-7834-823X)

d tritranhuuminh@gmail.com(https://orcid.org/0000-0002-8038-5048)

Abstract
owadays, waste management has become a critical issue for the
environment. Government and private agencies need to take certain
action for proper management and cleanliness. The absence of systematic
waste management system creates many issues for the environment and

living creatures. Research on the Internet of Things (IoT) applications widely
increased in many sectors. The waste management system is also one of the
sectors.  Therefore, in this study, IoT based waste monitoring system called
Cloudbin is proposed to reduce the waste garbage from urban areas. In this
system, Ultrasonic sensor is fixed on the top of the waste bin to monitor the level
of garbage inside the bin and connected to the Blynk server. In addition, a GPS
module is also employed to check the location of Waste Bin. Methane detection
from garbage is an important feature in the system. Results show that the
proposed system is suitable to monitor and control waste in cities.

1. Introduction
Since the last few decades, there is a ton of buildings and industries which

have been constructed in urban areas [9]. The main cause behind this construction is to migrate a lot of
people from rural areas to the urban cities for finding a job.  In order to fulfill the need for shelter, the
government constructed buildings for their accommodation. Many private and government sector based
industries extended their branches in the urban areas to suffice the employment needs [10]. One of the major
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problems originated from this development is “Waste” which is depleting the environment quality day by
day.

Waste can be divided into three categories: 1) Solid waste 2) liquid waste and 3) gas waste, all can be
hazardous. Solid and liquid can be recycled, reused or some of it can be converted into organic matter. The
main source of liquid waste is from dirty water from homes or hazardous waste from industrial processes.
Whereas solid waste comes from homes or industrial garbage or solid waste left after industrial processes.
The government takes appropriate actions to reduce this garbage, recycle the solid waste which helps to keep
the environment clean.

In the Internet of Things(IoT) concept, things or objects are connected around a network [1]. Wireless
technologies such as Bluetooth, Wi-Fi, Xbee and RFID make a communication bridge to overcome many
challenges for the successful implementation of IoT system. Kevin Astron introduced the term ‘IoT’ in 1999
at MIT Lab [2]. In the initial findings, RFID was used for communicating, tracking and storing the data.
However, RFID has a lot of barriers and limited use to fulfill many security challenges namely eave-
dropping, jamming, replay attacks. Nowadays, IoT (see figure 1) performs data fetching, data gathering or
storing and processing with artificial intelligence techniques to make the device smarter [3]. IoT extended its
limited in various applications namely atmospheric monitoring [4], tracking system [5], traffic management
system [6], healthcare industry [7] and smart buildings [8] to improve the quality of life.

Fig. 1: Smart Waste Management System

IoT plays a vital role in controlling and monitoring the waste management system. Mustafa [11]
designed and deployed a garbage monitoring based on the IoT. For monitoring purpose, Ultrasonic sensor
and ARM microcontroller are used for the level detection and processing respectively. After monitoring and
processing, the data is directly sent to the Thingspeak cloud server. Navghane [12] proposed a waste
monitoring system based on the IR sensor. The sensor is used for detection of levels of Garbage and send to
the cloud server for data storage and processing. Kumar [13] developed an IoT based monitoring system for
the waste management system. GSM module is used to create connectivity between the sensors and cloud
servers. User terminal namely Android application is used to display the processed data. The system is
deployed in different locations and connected to one main server. Joshi [14] proposed a solution for waste
management system called SMARTBIN which integrates wireless sensor network with cloud computing and
machine learning techniques such as decision forest regression to improve the efficiency of garbage
monitoring. Bharadwaj [15] proposed an IoT based smart monitoring system to monitor and manage solid
waste. Data processing and Data sending is through the ATmega328 and LoRa technology. MQTT protocol
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is used to share data between the electronic circuit and cloud server. Begur [16] discussed a mobile-based
real-time innovative solution for illegal dumping, monitoring, and management of waste.

In our proposed work, we propose an IoT based Waste management system to monitor waste bin level
and also monitor the methane gas generated from the solid waste. In addition, our proposed system also
sends GPS location to the User terminal for checking the exact location of the waste bin. The proposed paper
is discussed as follows: Section 2 explains Methodology, Section 3 discusses results and discussion, and
Section 4 discusses the conclusion.

2. Methodology
2.1. System Architecture

Fig. 2: System Architecture

Our proposed system is categorized into three different layers: 1) Sensing Layer 2) Processing Layer
3) Cloud Layer. Sensing layer consists of the sensor namely ultrasonic sensor which lends a hand to monitor
the changes in the ultrasonic waves. These waves’ frequency is too high for the human hears. The main
working principle behind the sensor is to calculate the distance of the reflected wave. The formula for
distance calculation of reflected wave is:

Distance = ½ Time * Speed of sound (1)

Speed of sound varies with the humidity and temperature.

The second layer is named as the processing layer which helps to fetch data from the sensor and
applied algorithm for processing data. In our proposed system, NodeMCU is used for processing the data and
is equipped with a Wi-Fi module. Moreover, GPS modules also interfaced with NodeMCU for waste bin
location. Cloud layer in our proposed study is worked as the third layer. Blynk server employed to process
different data and visualize with graphical effects on the user terminal.

2.2. Circuit Diagram
In the Proposed study, NodeMCU plays the major role. NodeMCU is an open source IoT platform

integrated with the Wi-Fi module. It has 10 General Purpose Input/Output (GPIO) pins for connecting
different modules or sensor. In our study, Ultrasonic sensor (HC-SR04) is connected to the NodeMCU with
two different pins as follows: 1) one pin is used for input as ECHO 2) another pin used for output as
TRIGGER. The ultrasonic sensor emits waves at a frequency of 40,000 Hz. If there is an obstacle or object
between the waves, it reflects back to the sensor for measuring. The Object detection range varies from 2cm
to 400cm. GPS module is also connected to the NodeMCU. NEO-6M GPS module is based on the serial
communication pins which have in-built EEPROM and external antenna for better sensitivity. 9600 bps is by
default baud rate of this module and operates between 3v to 5v. Table 1 represents the technical specification
of NodeMCU.
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Fig. 3: Circuit Diagram

Table 1: Represents the technical specification of NodeMCU.

S.No Parameter Values

1 Firmware Lua Scripting

2 Software Arduino

3 Interface USB_TTL

4 GPIO 10 Pins

5 In-built protocols ADC, 1-wire, SPI, I2C

6 Power Supply 5-Volt

7 Antenna In-Built

8 Network Interfacing API

2.3. Cloud Server
Blynk is designed for the IoT application and also have the ability to control application remotely. It

can store, process, visualize data, and graphical user interface for the Users. Blynk is categorized into three
parts as follows:

1.Application: Android and iOS user-friendly application for smartphones and tablet having visual
data with amazing graphics.

2.Server: It is responsible for all communication between the sensors and application. It is based on
the Blynk cloud or local server. It can handle hundreds and thousands of devices at one time.

3.Libraries: It is already compatible with all types of hardware platforms and enabled
communication with Blynk cloud

3. Result and Discussion
To evaluate the performance of our proposed study, location detection, level detection and methane in

the garbage is employed in this study. Figure 4 represents the data shown on the Blynk server application
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Fig. 4: Result of Proposed Work

For the level detection, three different levels are processed as low level, medium, and full level. When
the level of the waste bin is full level, it sends information to the municipal authority to clear the waste bin.
Methane detection is also an important parameter to check how much hazardous waste material is present
inside the waste bin. GPS location is also stamped when it sent to the Cloud server (Blynk).

4. Conclusion
In this study, we have designed and developed an IoT based waste monitoring system to replace the

existing waste monitoring systems. Due to the increase and migration of people from rural to urban areas,
waste production has increased in the form of solid, liquid and gas.  The main purpose behind the system is
to maintain the cleanliness of urban areas. The basic architecture of our system is a centralized structure in
which every waste bin is connected to the Blynk server for monitoring, tracking and processing the data
value.

Our proposed system works on three different layers. One is to check the level of garbage inside the
waste bin and the checking is based on the three different levels. Second is to check the hazardous gas,
methane, inside the garbage through the use of a gas sensor. Last, we stamp GPS coordinates with the data to
check the location of the bin. Nevertheless, the proposed system’s performance is better as compared to the
existing waste bin with respect to data transferring and accuracy. The system also decreases the usage of
manual workers. Moreover, methane, being a hazardous gas for the workers, can be detected inside the bin
before opening. In the future, we look forward to implementing Artificial Intelligence techniques for the bin
to make it smarter.
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Abstract
his review article explains the prediction of automatic learning of
Wikipedia time series data using r programming. Although many
time series forecast researchers have been analyzed the time series

could not cover the gap between chart interpretation and time series
analysis of the Internet database directly. Its main objective is to explain
the simplest way to time model series whose data structure was different
using R programming, the result was sufficiently summarized with
different forecast models. The simplest form of analysis with graphical interpretation to obtain conclusions
from the time search is Cristiano_Ronaldo of Wikipedia, a best player in euro football team. Whose trend
and prediction is analyzed for next 2020 from the past records trend. Therefore, this document presents the
simplest way to predict time series data and its strengths for data analysis using R programming.

1. Introduction
A historical series is a set of observations at different measurement periods of an employee who

collected at regular time intervals, such as monthly, weekly or yearly, such as the state budget, etc.
According to (Gahirwal, 2018), the precondition is the one whose interval must be the same. Time series
forecasts are widely used in econometrics, mathematical and financial forecasts of statesmen and different
weather forecasts and earthquakes. Magazine without independent variable (VANNESCHI, 2017). With the
time-based model, the researcher can interpolate the graphics of the model and then foresee a future project.
The temporal variable usually uses yt = yt-1 + E as a univariate model. The data in cross section are such
data collection procedures that are similar to the time series, but the time series data only have one variable
depending on the interval and the association of a single value, but in the cross-data collection can collect
many variables Elements in a fixed time interval. The data model may vary based on the time series model.
It is not expected, although there are many types such as seasonal, trend, cyclic and random. Models are
increasing or decreasing models. The period of occurrence has been corrected within a year or less. The
cyclical model is a good example of the government budget. Some data are also random. Purely random,
whose average is zero and the variance is constant (CHEN, 2013). So the dispersion diagram will not
indicate the correct model. The automatic regressive model is a model that corresponds to the sequences yt-
1, yt-2 and t-3. Therefore, the model becomes yt = b0 + b1yt-1 + b2yt-2 + b3y3-3 ... ..Et. The AR (0) means
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B0, so the AR model is better when it works. The moving average model always speaks of the error terms in
each regression and t = B0 + Et + Q1E1 + Q2Et-2 + QET-q. Therefore, ARMA is a precise model that uses
AR and MA models in temporal data (Michael Jachan, 2007). regressive automatic movement media
regressive integrated mobile media ARIMA is commonly known as the Box Jenkins methodology (1976), a
method used to predict the basis of information from its own variables, based on an analysis of trends
univariate tendencies. After analyzing the periodic properties of the variables, machine learning. Regulators,
policy makers and companies to make serious and economic forecasts; however, the choice is based on the
two hypotheses (SALAM, 2013). The AR model is applied in series as stationary if there is an invariable
time variation. This decreases the major MA duration model applied to the autoregressive process
convergent final order that uses the autocorrelation function (ACF) is the covariance of the following terms
and functions automatic creation partial yt (PACF) and yt p. The series is not firm, can be fixed after
differentiation.

Machine learning is the system that takes input and output as input parameters, so that the computer
system automatically produces the above parameters based on some models. This can be applied to the
analysis of neural networks, deep learning and artificial intelligence networks. traditional programming
always requires two inputs and programs and possibly produces an output, while the process of machine
learning always requires an input and real requirement, since the formal entry system produces the show and
expected output depending on the needs of the system (Sunday 2018 ). A fixed series after an integrated
differentiation in the order 1. Analysis Box - Jenkins concerns a systematic method of identification,
regulation, monitoring and the use of integrated models of the integrated moving time series (ARIMA
initial). The method is appropriate for medium to long time series. (Buncher 2018) The best correspondence
between the ARIMA model and the time series data is the best correspondence of ARIMA (0,0,0) means that
p = q = i = 0.

The data science process includes two processes; The first process begins with cleaning the raw data
and data collection analysis using different algorithms to produce the display data in this process. At each
stage, IT skills, mathematics, statistics and interpretation are required. However, the data available in today's
world in any structured, unstructured and semi-structured format are raw data. The primary phase includes
the integration of raw data and, therefore, the selection of the required data, at some point requires a
processing required before the analysis. data cleaning requires 50% to 80% of the work of a set of scientific
data (Ruiz, 2017). Time series analysis includes methods for analyzing time series data to extract significant
statistics and other data characteristics. The prediction of time series is the use to predict future values based
on the values observed above. Historical headline series and retail sales in this publication are widely used
for non-stationary data such as the economic climate. We will demonstrate different approaches to predict
the time series to detail. There are two types of machine learning: supervised learning and unsupervised
learning. However, R programming, python and weka are the best tools for data analysis; The data scientist
can use many other data analysis processes. R has extensive facilities for analyzing time series data. This
section describes the creation of a historical series, seasonal decomposition, exponential models and
modeling and prediction with the ARIMA package the prognosis (Change, 2018). Modeling time series, as
the name suggests, means working with (time days, hours, minutes) time-based data for hidden information
and making informed decisions. Time series models are very useful models when data is related in series.
Most business houses that work with time series data to analyze the number of sales next year, website
traffic, place of competition and much more. However, it is also one of the areas that many analysts do not
understand. There are three basic criteria for a series to be classified as stationary series. The series average
should not be a function of time, but must be a constant. The variance of the series should not be a function
of time. This property is called homoscedasticity with a variable data distribution. The term covariance i-th
term and (i + m) th should not be a function of time, therefore, covariance is not constant over time for
uniform (Chohlan 2018). The reason I took this first section is that, unless the time series is stopped, it is not
possible to create a time series model. In cases where the fixed criterion is violated, the first requirement
becomes stationary time series and therefore to try out stochastic models to foresee this historical series.
There are many ways to bring this stationarity. This is the most basic concept of time series. (Srivastavo,
2015).
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2. Using R Programing
Here I use data set of the database Cristiano_Ronaldo of Wikipedia, is the top scorer in international

football careers. He has won 26 trophies in his career, including five league titles, five UEFA Champions
League titles and the UEFA European Championship. Ronaldo, a highest scorer, holds the record for the
Master challenge.

Fig. 1:Cristiano Ronaldo( Source: Wikipedia, 2018)

> install.packages("wikipediatrend")

Error in install.packages : Updating loaded packages

> library(wikipediatrend)

> devtools::install_github("petermeissner/wikipediatrend")

> library(wikipediatrend)

> wc=wp_trend( page="Cristiano_Ronaldo",from="2015-07-01",to="2018-10-31")

The package wp_trend() function that allows us to get page view of data time series data.

> wc

granularity date views

1124 daily 2018-0 ..36744 715 daily 2017-0 ..30132

612 daily 2017-0 ..19273 232 daily 2016-0 ..60506

927 daily 2018-0 ..23233 379 daily 2016-0 ..74485

1003 daily 2018-0 ..22562 454 daily 2016-0 ..18957

789 daily 2017-0 ..31208 994 daily 2018-0 ..38602 ... 1209 rows of data not shown

> library(ggplot2) > View(wc)

> qplot(date,views,data=wc)
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Fig. 2 :Daily Views  Search for Cristiano Ronaldo keyword

From the above figure there were more seasonality in data sets but good in rising pattern in some
duration.

> summary(wc)

project language article

Length:1219 Length:1219 Length:1219 Class :character Class :character Class :character

Mode :character Mode :character Mode :character

access agent granularity

Length:1219 Length:1219 Length:1219

Class :character Class :character Class :character

Mode :character Mode :character Mode : character date views

Min.:2015-07-0100:00:Min.: 15478 1st Qu.:2016-04-30:01stQu.:23040

Median :2017-03-01: Median:27818

Mean:2017-03-01 00: Mean:37300

3rd Qu.:2017-12-30:3rd Qu.:37117

Max.:2018-10-31 00:Max.:519908

> wc$views[wc$views==0]=NA

> ds=wc$date

> y=log(wc$views)

> df=data.frame(ds,y)

> qplot(ds,y )
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Fig. 3: Daily Log of goal Score search for the Keyword

This figure plots the log goal score and data variable in x axis shows pattern.

> installed.packages("prophet")

> library(prophet)

Here we are using forecast function columns ds (date type) and y, the time series. If growth is logistic,
then df must also have a column cap that specifies the capacity at each ds. If not provided, then the model
object will be instantiated but not fit; use fit.prophet(m, df) to fit the model.

> m=prophet(df)

> m

$`growth`

[1] "linear"

$changepoints

[1] "2015-08-09 GMT" "2015-09-17 GMT" "2015-10-26 GMT"

[4] "2015-12-04 GMT" "2016-01-12 GMT" "2016-02-20 GMT"

………………………………

[22] "2017-11-04 GMT" "2017-12-13 GMT" "2018-01-21 GMT"

[25] "2018-03-01 GMT"

$n.changepoints [1] 25

$changepoint.range [1] 0.8

$yearly.seasonality [1] "auto"

$weekly.seasonality [1] "auto"

……………………….

$uncertainty.samples [1]1000

$specified.changepoints [1] FALSE

$start [1]"2015-07-01 GMT"

$y.scale [1] 13.16141

$logistic.floor[1] FALSE
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$t.scale [1] 105235200

$changepoints.t

[1] 0.03201970 0.06403941 0.09605911 0.12807882 0.160

……………………..

[6] 0.19211823 0.22413793 0.25615764 0.28817734 0.320

[11] 0.35221675 0.38423645 0.41543514 0.44745484 0.47

[16] 0.51149425 0.54351396 0.57553366 0.60755337 0.63

[21] 0.67159278 0.70361248 0.73563218 0.76765189 0.79

$seasonalities

$seasonalities$`yearly`

$seasonalities$`yearly`[1]365.25

$seasonalities$`$fourier.[1] 10

$seasonalities$`yea$r.sca[1] 10

$seasonalities$`$mode[1]"addite"

$seasonalities$weekly$mode [1]

$extra_regressors list()

$`stan.fit` NULL

$params

$params$`k` [1] 0.6589777

$params$m [1] 0.7410152

$params$delta

[,1] [,2] [,3] [,4]

[1,] -6.962949e-05 -0.4095019 -0.3294997 -5.841874e-08

[,5] [,6] [,7] [,8]

[1,] -4.191081e-08 -3.546061e-09 2.497178e-07 0.0244269

………………

[,22] [,23] [,24] [,25]

[1,] -8.958495e-08 -3.950414e-08 -3.443782e-08 -0.0429

$params$sigma_obs [1] 0.02643767

$params$beta

[,1] [,2] [,3] [,4]

[1,] 0.005891249 -0.01776793 -0.008432092 0.01224181

[,5] [,6] [,7] [,8]

…………….

[,25] [,26]
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[1,] 0.0001815386 0.001226727

$history

ds y floor t y_scaled

1 2015-07-01 10.129507 0 0.0000000000 0.7696371

2 2015-07-02 9.968854 0 0.0008210181 0.7574307

3 2015-07-03 9.834834 0 0.0016420361 0.7472479

………

198 2016-01-14 10.156656 0 01617405583 0.7716998

…………………………………………………………

199 2016-01-15 9.999298 0

0.1625615764 0.7597438

200 2016-01-16 10.128190 0 0.1633825944 0.7695370

[ reached getOption("max.print") -- omitted 1019 rows ]

$history.dates

[1] "2015-07-01 GMT" "2015-07-02 GMT" "2015-07-03 GMT" [4] "2015-07-04 GMT" "2015-07-
05 GMT" "2015-07-06 GMT"

[7] "2015-07-07 GMT" "2015-07-08 GMT" "2015-07-09 GMT"………………………………………
…………….

[997] "2018-03-23 GMT" "2018-03-24 GMT" "2018-03-25 GMT"

[1000] "2018-03-26 GMT"

[ reached getOption("max.print") -- omitted 219 entries ]

[ reached getOption("max.print") -- omitted 219 entries ]

$train.component.cols

Additive weekly yearly multiplicati

1 1 0 1 0

2 1 0 1 0

………………………….

25 1 1 0 0

26 1 1 0 0

$component.modes

$component.modes$`additive`

[1] "yearly" "weekly"

[3] "additive_terms" "extra_regressors_additive"

[5] "holidays"

$component.modes$multiplicative

[1]"multiplicative_terms"
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[2]"extra_regressorsmultiplicative"

attr(,"class")

[1] "prophet" "list"

> future=make_future_dataframe(m,periods=365) #For next year

> tail(future)

ds

1579 2019-10-26 1580 2019-10-27

1581 2019-10-28 1582 2019-10-29

1583 2019-10-30 1584 2019-10-31

> forecast=predict(m,future)

> tail(forecast)

ds trend additive additive_lowr

1579 2019-10-26 11.08094 -0.17044324 -0.17044324

1580 2019-10-27 11.08184 -0.08389419 -0.08389419

…………………..

additive_terms_weekly weeklylowr

1579-0.17044324 0.010662724 0.010662724

1580-0.08389419 0.093079248 0.093079248

……………………..

1584-0.18950107 -0.031694505 -0.031694505

weekly_upperyearly_lower upper

1579 0.010662724 -0.1811060 -0.1811060 -0.1811060

1580 0.093079248 -0.1769734 -0.1769734 -0.1769734

…………………….

1584 -0.031694505 -0.1578066 -0.1578066 -0.1578066

multiplicative_terms multiplicative

1579 0 0

………………

1584 0 0

multiplicative_terms yhat yhat

1579 0 10.11238 11.64221

………………..

1584 0 10.11592 11.63837

trend_lower trend_upper yhat

1579 10.50417 11.70324 10.91049
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………………..

1584 10.49862 11.72232 10.89598

> tail(forecast[c('ds','yhat','yhat_lower','yhat_upper')])

ds yhat yhat_lower yhat_upper

1579 2019-26 10.91 10.11 11.642

…………………

1584 2019-31 10.89 10.11 11.638

> exp(10.89598)

[1] 53959.01

> plot(m,forecast)

Fig. 4 :Daily Trend Forecasting for ‘Cristino Ronaldo’

From the above plot Cristino Ronaldo had prosperous in upcoming years.

> prophet_plot_components(m,forecast)

Fig. 5 :Daily Trend, Week Day Trend , and Date wise Trend for keyword ‘Cristino Ronaldo’

From the above figure Cristiano Ronaldo had good future in real Madrid champions ship however
Friday matches does not suite him and July is the best suitable moment.

Conclusion
A common goal of time series analysis is the extrapolation of past behavior in the future. Forecasting

procedures include random walks, moving averages, trend models, simple, linear, quadratic, and seasonal
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exponential time series models. Business forecasts can be based on historical data models used to predict
future market behavior. The time series forecasting method is a data analysis tool that measures historical
data points, using line charts to predict future conditions and events. It is essential to analyze trends before
building any type of time series model. The details that interest us refer to any kind of trend, seasonality or
random behavior in the series. Once we know that patterns, trends, cycles and seasonality, the function of the
attacking forces and the defense of the competition could be analyzed, corrective measures will be taken, so
Cristiano Ronaldo will have a good future in the next years after entering in the Real Champions League of
Madrid has will good future coming day.
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Abstract
reen cloud is a catchphrase in today’s IT industry. Due to the wide
acceptibility of cloud,the industry is being inclined towards cloud application
and the high demand of performance requirement in cloud leaves a question

mark on energy consumption by cloud data centers. Hence energy efficiency in cloud
computing is one of the most significant parameters to follow nowadays to evaluate
the efficiency of the cloud service. It is a driving force for adaptability of a cloud
computing service in recent era. For a highly commercial service like cloud,
maintaining the QoS parameters and keeping the service availability and service
quality highly optimized to get the competitive advantage, cloud data centers are
almost available on a 24x7 basis ; which in turn is a reson for high power
consumption. So it is very much necessary to maintain a balance between power and
quality of the service. One feasible solution for achieving energy efficiency is Virtual
Machine migration technique in real time or when they are in turned off condition. This paper
discusses about several VM Migration techniques and analyses their perspectives.

1. Introduction
Green cloud is an emerging practicing technology by todays developers  and service

providers, which reduces the power consumption as well as environment friendly[1].By adopting
the new approach the cloud providers are not only being cautious towards the environment, but
also they are saving their cost using energy efficient algorithm by reducing power consumption
and also making a balance between energy saving and keeping quality of service as per the
expectation of their client as well.
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At present large-scale data center comprises thousands of computer nodes. These data
center devours huge amount of electric power and a big cause for CO2 emission to
environment[2,4]. Cloud applications are installed in remote data centers, where large capacity
servers and storage systems are being maintained. A fast growth of demand for cloud based
services fallouts into establishment of massive data centers consuming very high amount of
power. To protect this, energy efficient models are required, especially for complete infrastructure
to decrease functional costs while preserving vital Quality of Service (QoS)[4]

1.1. Virtual Machine Migration Techniques: What, Why , When

Fig. 1: Live VM Migration

1.2. Types of Virtual Machine Migration
Hot VM Migration - you can transfer an active or running virtual machine to a different

host/ server , or you can interchange its disks or files to another data store without any interruption
in the obtainability of the virtual machine. This is also known as "live migration"[12]. This
technique also follows two different mechanisms- pre-copy memory migration and post copy
memory migration.

Fig. 2 :Pre- Copy Vs. Post Copy VM Live Migration(https://www.researchgate.net/figure/The-timeline-of-a-Pre-copy-vs-
b-Post-copy-migration_fig1_221137806)
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In case of pre-copy migration the Hypervisor copies the memory pages from source to the
destination folder in the turned  on condition , i.e. when the VM is in the still running . If some of
the memory pages change during this process, they will be re-copied until they cover the bad
copying rate[15].

Cold Migration – In this technique, a powered off condition or deferred virtual machine is
being moved to a new host. Additionally, you can reposition the disk files for turned off or
suspended virtual machines and move them to new storage locations. In case of cold migration
process,  virtual machines can be repositioned from one datacenter to another easily . To perform
a cold migration, virtual machines can be moved  manually or  a scheduled task is set up.[12,16]

In VM data center you can have the following relocation options [12]

Table 1: Different types of relocation option for VM Migration

1.3 Type of VM Migration algorithm
VM Migration algorithms may be broadly categorized into three different segments :

Heuristic Algorithm – In such algorithms the set of constraints are problem dependent
and deliver solutions to a problem in a restricted time. Most of the algorithms under such category
are greedy algorithms.Several researchers re working in heuristic algorithm development for live
VM migration. Abdullah, M., Lu, K., Wieder, P(2017) works on dynamic VM consolidation using
a heuristic approach. The researchers have proposed a best fit algorithm for intelligent VM
allocation and they have also proposed the dynamic utilization rate[19]. Where as some other
group of researchers used heuristic approach to solve  virtual machine scheduling prolem[20].
There are works on location selection policy to solve the overloading problem of virtual machines
using this heuristic approach.

Meta Heuristic algorithms – They are mainly general purpose algorithms and nature
inspired. VM Migration algorithms based on Ant colony optimization,particle swarm optimization
or bee colony optimization, queen bee optimization falls under such category. A survey has been
made upon several meta heuristic algorithms for virtual machine scheduling[21]. Genetic
evolutionary approach, load balance oriented meta heuristic algorithm, genetic approach
combined with knapsack problem there are seversal dimensions of meta heuristic approaches for
VM migration process.

Change
Host

Only relocate a virtual machine, but do not relocate it’s storage to the destination  host.
You can move the virtual machine  by using either cold or hot migration. One can also
use vMotion technique  to move a turned-on virtual machine to another host.

Change
Data store

Moving a virtual machine along with it’s storage, including the virtual disks and
configuration files or a combination of these, to a new data center  may be another
process of VM migration. This also can be done by applying hot or cold migration
techniques  . One can  use Storage Migration to move a running or turned-on virtual
machine and its storage to a new data store.

Change
Host and
Data store

Moving a virtual machine to a destination host and moving its disk or virtual machine
folder to another data store. One can change the host and data store using cold or hot
migration. With vMotion technique also , the VM  can be  migrated   to a new host and
data store also simultaneously in environments without any shared storage
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Hybrid Algorithms - A combination of heuristic and meta heuristic algorithms

2. Motivation of the Study
Cloud , being the fastest growing technology  in this present technological era, faces the

problem  of energy efficiency.Cloud data center is a shared pool of computing as well as
communication resources[17]. Due to highly competitive environment in this sector each and
every service provider wants to satisfy their customers with a highly optimized service having 24
x 7 service availability, high storage, optimized level of multi tenancy and virtualization etc. But
while meeting the QoS factors without any compromise, most of the cloud providers have to
invest a lot in terms of power consumption in data centers also [2-4]. An idle server consumes
70% of the peak power[11] and hence leads to major energy efficiency . So today researchers
have started work on this not only to protect the environment but also make their service more
economic also[4].Green cloud revolution has started very recently.Green cloud computing not
only limited to energy consumption but also concerned about reducing the E waste[17]. A survey
has been made by the authors to enlighten the scopes and challenges in this area. (Singh N & Dhir
V.,2017). Some researchers  (Banerjee A. et. Al ,2013)    have  proposed energy efficient
models[3] . Some problems have been solved by linear regression method or other statistical
methods , others have preferred working on hardware level . While performing hardware level
operations for making it more energy efficient, DVFS is one such hardware based algorithm along
with live VM migration(Patel V & Bheda H., 2014). The other relevant works can be found in
some other papers  (Forsman et al., 2015; Sun et al., 2016; López-Pireset al., 2018; Maleklooet al.,
2018

From the study of various migration techniques , it indicates a direction towards the
migration of Virtual machine to be  one of the most popular load balancing techniques or popular
energy efficient algorithm for reducing power consumption while maintaining the QoS parameters
. VM Migration algorithm includes constraints and equalities in the algorithm as valid
conditions[9]

3. Study of Several VM Migration Techniques
In present era several researchers doing researches on virtual machine migration

techniques. Banerjee A. et al(2013), in their paper have discussed about several energy efficient
tools that are already available in the industry and they also discussed about various dimension of
energy consumption while maintaining the QoS of the cloud service, which is actually a big
challenge[4] . Among those techniques energy aware resource scheduling, cluster based energy
conservation protocols. The paper is based on generic approach and the authors also proposed an
energy efficient scheduling method based on hyper graph and its matrix representation. But the
implementation section is not highlighted in this paper[4].

Singh N & Dhir V.(2017) have conducted a survey on several VM Migration techniques
which can be helpful to get a clear view about the present trend and future direction of energy
efficient cloud algorithms [3].This has created a pathway for the cloud researchers in this arena.

One feasible solution for VM Migration technique has been proposed by  Patel V & Bheda
H.(May, 2014)  by using DVFS technique for making energy efficiency for real time data in cloud
data centers. The authors have introduced the hardware based Dynamic Voltage Frequency
Scaling (DVFS) concept for live VM migration. This papers proposes a technique by adjusting the
system voltage based on CPU utilization[13]. When the workload is more, real time migration can
be provided for effective usage of resources.

By applying this technology, without the requirement of restarting  the power supply,
system voltage and frequency can be adjusted in accord with the specification of the actual CPU
design into a dissimilar working voltage. While CPU works in lower voltage, the energy
consumption can successfully be saved.  Here the solution can be achieved by CPU utilization
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monitoring but for an overloaded CPU when the numbers of VMs are nearer to maximum , then
this solution faces some criticality to achieve the expected result.

Huang, C. J. & et. Al, (2013) in their work have discussed about adaptive resource
scheduling for cloud computing to make it more energy efficient [2]. A genetic algorithm based
resource dispatched technique has been proposed in this paper. This paper discusses about energy
efficiency as well as QoS guaranty.

Deshai R. M & Patel B. H (April,2015 ) have discusses about energy efficient algorithm
using virtual machine migration[15]. The authors have proposed a characteristic based
compression technique for VM migration. Their proposal follows a good path to solve overloaded
resources but it takes a long time for migration which creates problem in maintaining QoS of
cloud service as most of the cloud service providers promise in their Service Level
Agreement(SLA)[15].Deshpandey U. and Keahey K.(2017) has proposed a live VM Migration
technique which is traffic sensitive[8]. In their study the authors have adapted an approach which
reduces the contention between the migration technique and the traffic load.

Raval N and Thakkar R(2016) has performed a survey among existing VM migration
techniques. The authors have performed there study regarding several compression techniques and
their optimizability and working procedure. The authors have proposed a characteristics based
algorithms using Run Length Encoding.

Table 2: Comparative study of papers on energy efficient algorithms for VM Migration (selected)

Paper Title Authors’
Name

Journal/ Conference
Name(With volume
and Issue, if available

Main approach Remarks

Efficient VM
Migration
technique for
energy
reduction in
cloud
computing

Singh N &
Dhir V

International Journal of
Advanced Research in
Computer Science,
volume 8, issue 9

Survey among
several VM
migration
techniques for
energy efficiency in
cloud computing

Give insights about
several techniques
used

Energy
Efficiency
Model for
cloud
Computing

Banerjee A. et
al

International Journal of
Energy, Information
and
CommunicationsVol.4,
Issue 6

Energy aware
resource schedule
and cluster based
energy conservation
protocols

Various dimensions
of energy
consumptions along
with QoS parameters
performance
intact.But lack in the
implementation area

An adaptive
resource
management
scheme in
cloud
computing

Huang, C. J.
& et. al

Engineering
Applications of
Artificial
Intelligence, 26(1)

Adaptive Resource
scheduling
algorithm of cloud
computing

Provided AI included
solution

Dynamic
virtual
machine
consolidation
for improving
energy

Deng, D., He,
K., & Chen, Y

.Cloud Computing and
Intelligence Systems

Reducing energy
consumption and
SLA violation

QoS parameter is not
well maintained
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efficiency in
cloud

data centers

Efficient
Virtual
Machine
Migration in
Cloud
Computing

Desai R. M &
Patel B. H

Fifth International
Conference on
Communication
Systems and Network
Technologies

Characteristics
based compression
algo for reducing
total migration time
along with total
downtime

Too much dependent
on defined
characteristics

Reducing
Energy
Consumption
with Dvfs for
Real-Time
Services in
Cloud
Computing

Hitesh Bera IOSR Journal of
Computer Engineering

Using DVFS based
live migration
technique to to
increase efficiency
of energy
management in real
time

Hardware dependent
and complex
architecture to
manage

Reducing VM
Migration
Time By
Compression
Algorithm
And

Setting
Threshold Of
Dirty Page
Rate

Raval M and
Thakkar R.

International Journal of
Innovative Research in
Technology

The paper discusses
about different VM
Migration
categories and a
characteristics based
algorithm along
with memory
compression
technique has been
proposed

The approach of VM Migration based on Dynamic Voltage scaling(DVFS) may be applied
using CPU Monitoring and it is primarily dependent on hardware resources . The main approach
of such techniques is to decline the CPU voltage(V) and frequency(F) to reduce the power
consumption(P) according to the following formulae := ∗ ∗ Equation 1

In the above formula Power consumption(P) is dependent upon Voltage level(V),
Frequency(F) and Capacity of the system(C).= ( )( ) Equation 2= ∑ / ( ) Equation 3

But this process may generate some voltage drop due to CPU frequency reduction as well
as generating high overhead. So this may not be very effective techniques for VM Migration in
real time.

4. Conclusions and Future Direction
This study discusses about energy efficient cloud computing algorithms, energy

consumption requirement by cloud computing and among other several solutions , live Virtual
Machine migration technique as a very effective solution.  Through this study the authors has tried
to  focus on heuristic, meta heuristic as well as hybrid approach of live VM migration algorithms.
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In conventional cloud data centers power consumption was in its highest level, in such
cases,specially when the system has an overload, virtual machine migration technique may be
effectively applied. One of the significant challenges of the VM migration technique  is the time
required to migrate the VM from one data center to other. Storage reallocation is also another
challenge for VM Migration. Though there are plenty of research works in this area , still it leaves
ample scope for the researchers to generate feasible and optimized solutions. The new paradigm
shift is being directed from cloud towards fog computing and also the use of predictive modelling
for VM migration leaes  a huge scope for exploring  this area.
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Abstract
n this article, we investigate the generalized leaky integrate-and-fire (GLIF)
neuron model with stochastic synaptic conductance. A neuron remains
connected with other neuron via dendrites and axons at synapse, which can be

treated as an electrical capacitor. Dendrites carry electro-chemical signals from
input neuron to synapse whereas axons are responsible for their transmission form
synapse to other neurons. Concentration of these electro-chemicals in synapse
varies during entire time period. We investigate the effect of varying
concentration of electro-chemicals at synapse in a single neuron model.
Concentration variation of electro-chemicals at synapse is incorporated as noise
in GLIF model. Excitatory and inhibitory synaptic conductance of neuron in
GLIF is assumed as stochastic entities driven by Gaussian White noise. Stationary
state membrane potential distribution for the proposed model is computed with
reflecting boundary conditions, which is noticed as geometrically distributed. In order to investigate spiking
activity and information encoding mechanism, an extensive simulation based study has been carried out.
Temporal encoding technique is used to analyze the encoding mechanism. It is noticed that ISI distribution
has higher variance with respect to excitatory input than inhibitory input. ISI distribution also exhibits the
power-law behavior for electro-chemical balance situation.

1. Introduction
Neuron processes information in form of action potential (spike) and transmits in sequence of spikes

[11, 16]. These spike sequence exhibit the highest scale of variability in their patterns.  Variability in spike
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sequence contains encoded information which transmits to other neurons or part of body [11, 16, 19]. A
number of measurements have suggested the reliability of encoded information into variable spike
sequences. Neurotransmitters, which are responsible for membrane potential fluctuation, can be categorized
in two classes: namely, excitatory neuro-transmitters and inhibitory neuro-transmitters [4, 6, 22]. Excitatory
neurotransmitter increases the membrane potential whereas inhibitory neurotransmitter decreases the
membrane potential value. Random arrival of these neurotransmitters causes fluctuation in net potential
value; which also affect the spiking activity and generates variability in spiking pattern [4, 6]. Potential value
contributed by these neurotransmitters can be classified as excitatory potential and inhibitory potential and
their arrival pattern has been modeled via Poisson process i.e. arrivals are independent of each other [10, 19,
23].

Lapicque has introduced the integrate-and-fire (IF model) neuron model which is also the first
mathematical model of neuron [1, 25]. In IF model, it is assumed that a neuron receives potential in form of
neurotransmitters from other neurons and external world in form of input, which increases its membrane
potential and at a fixed potential value (threshold), it emits collected neurotransmitters and generate an action
potential. Leaky Integrate-and-Fire (LIF) neuron model is an extension of IF model, where membrane decay
constant (  ) has been incorporated [1, 14, 25]. Mathematical representation for rate of change of membrane

potential in LIF model can be given as below.

( ) ( )
dV

V t I t
dt

   (1)

Here ( )I t is the time dependent input stimulus. Many researchers have modeled ( )I t in different

ways viz. constant value, periodic value, stochastic value driven by Gaussian white noise, etc. A number of
researcher have assumed ( )I t as a sum of current due to excitatory neurotransmitter and inhibitory

neurotransmitter [2, 3, 22] i.e. ( )I t can be replaced via

( ) ( ) ( )e e e i i iI t G V V S G V V S    (2)

Here, eG and iG are excitatory and inhibitory synaptic conductance, eS and iS are excitatory and

inhibitory synaptic strengths. Substitution ( )I t of from Eq. (2) to IF model and LIF model transform them

into Generalize Integrate-and-Fire (GIF) and Generalized Leaky-Integrate-and-Fire (GLIF) neuron models
[2, 3, 28]. In this article, we investigate spiking activity, information processing mechanism and stationary
state membrane potential for GLIF model with stochastic synaptic conductance.

The article is structured in 6 sections. After a brief introduction about IF model, spiking variability in
section 1, Section 2 deals with the formulation of GLIF model. Here stochastic synaptic conductance has
been used to model the assumption. Section 3 deals with mathematical computation of GLIF model and
stationary state membrane potential for GLIF neuron model is computed. Information processing mechanism
into GLIF model is investigated in next section 4. Here, a detailed simulation based study is performed to
compute ISI distribution. Discussion related to model and findings has is elaborated in section 5. Finally, the
last section contains conclusions and future scope for the study.

2. Generalized Leaky Integrate-and-Fire Neuorn Model
Driving After more than 50 years of Lapicque’s IF model, Stein has proposed GIF model where input

stimulus is modeled as a sum of pre-synaptic excitatory and inhibitory currents [2, 3, 28]. Furthermore, Stein
has assumed the arrivals of pre-synaptic current as a Poisson process and investigated information processing
in terms of neuronal firing rate [27]. Wilbur and Rinzel [29] have investigated Stein’s Generalized IF model
only for excitatory neurotransmitters. They have measured multiple parameters like firing rate, calculation
time etc. which is important for physiological point of view. Wilbur and Rinzel [29] have also investigated
the inter-spike-interval distribution (ISI distribution). Tuckwell [26] has studied the firing rate of GLIF
model with excitatory current and inhibitory current, both, and noticed a fine agreement in firing rate with
existing experimental data. Richardson and Gerstner [20] have studied GLIF model with stochastic synaptic
conductance. They have modeled synaptic conductance via Ornstein-Uhlenbeck process and have computed
voltage distribution, conductance distribution, ISI distribution etc. Lansky [17] has assumed evolution of
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membrane potential in GLIF model as a diffusive process and computed ISI distribution. He [17] has also
computed the cumulative ISI distribution for exponentially distributed excitatory and inhibitory
neurotransmitters. Hurby [13] has studied GLIF model with realistic synaptic potential and noticed bursting
period, quiescence period, spiking rate and spike frequency. In order to avoid membrane potential
fluctuations, Goris et. al. [12] modeled spike generation in GLIF model as a Poisson process and investigated
response distribution with excitatory neurotransmitters. This model [12] is found comparatively more
suitable for visual sensory neurons. Teeter et. al. [24] has applied unsupervised methods with GLIF neuron
to classify cell types in mammalian neocortex. Choudhary et. al.  [4], Choudhary and Solanki [6] has
modeled membrane potential contribution due to excitatory neurotransmitters and inhibitory
neurotransmitters via hypo-exponential distribute delay kernel in distributed delay framework (DDF) of
threshold based neuron model. Their model is capable to generate different kinds of spiking patterns as
reported in multiple literatures. Uni-modal, bi-modal, multi-modal etc. kind of ISI distribution patterns has
been noticed in their investigation [4, 6]. DDF provides a way to capture the effect of past values of
membrane potential over its present evolution so that variability in spiking pattern can be explained in better
way [7]. Stationary state membrane potential distribution of LIF model in DDF exhibit no change under the
change of delay kernel functions and statistically remains constant which is noticed as Gaussian distributed
[6, 7].

3. Stationary State Probability Distribution in GLIF Model
Substitution of ( )I t from Eq. (2) to Eq. (1) yields [2, 3]

( ) ( ) ( )e e e i i i

dV
V t G V V S G V V S

dt
      (3)

Here eV and iV are initial value of excitatory potential and inhibitory potential. Further simplification

of Eq. (3) results into GLIF as

0( ) ( ) ( )m e e e i i i

dV
V V G V V S G V V S

dt
       

(4)

m is membrane resistance. It is noticed in multiple literature that electrical properties of membrane

changes after each spike so that synaptic conductance also changes [20]. Thus, excitatory and inhibitory

synaptic conductance eG and iG can be assumed to be a time dependent entities so that Eq. (4) can be

rewritten as

0( ) ( )( ) ( )( )m e e e i i i

dV
V V G t V V S G t V V S

dt
       

(5)

Following Richardosn and Gerstener [20], ( )eG t and ( )iG t are assumed to be stochastic entities. In

forgoing study, we are modeling these two entities driven by Gaussian white noise i.e. ( ) ( )e e eG t G t


 

and ( ) ( )i i iG t G t


  [5, 9, 23]. Here eG


and iG


are mean value of excitatory and inhibitory synaptic

conductance. ( )e t and ( )i t are mutually exclusive Wiener processes driven by Gaussian white noise with

intensity , 0e 
,

0i  ,respectively, i.e. ( ) ( ) 0e it t   , ( ) 0e t 
,

( ) 0i t 
,

2

1 2( ) ( )
2

e
e et t


  

and

2

1 2( ) ( )
2

i
i it t


  

. Thus Eq. (5) simplifies as

0( ) ( ( ))( ) ( ( ))( )m e e e e e i i i i i

dV
V V G dW t V V S G dW t V V S

dt
  

 

        
(6)
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Further simplification of Eq. (6) results into

( ) ( )
( ) e e e e e i

e i
m m

S V V S V V
dV AV B dt dW dW

 
 

    
       

   
(7)

Here,
1 e e i i

m

G S G S
A



 

 
 and 0 e e e i i i

m

V G V S G V S
B



 

 


Let ( , )p V t be the spatial probability distribution corresponding to the membrane potential ( )V t
described by Eq (7), then its associated Fokker-Planck equation can be given as

2 2 2 2 2
2

2 2

1
{ ( ) } ( )

2
e e i i

m

S Sp
AV B p V p

t V V

 


   
         

(8)

The probability current-flux ( , )J V t associated with Eq. (8) takes the form

2 2 2 2
2

2

1
( , ) ( ) ( )

2
e e i i

m

S S
J V t AV B p V p

V

 


  
      

(9)

In order to obtain stationary state probability distribution of membrane potential with reflecting
boundaries

( , ) 0J V t  (10)

Simultaneous use of Eq. (9) and Eq. (10) results

2 2 2 2
2

2

1
( ) ( ) 0

2
e e i i

m

S S
AV B p V p

V

 


  
     

(11)

Further simplification of Eq. (11) results

2
2 2

2 2
2

p A B
V V

V T T

        
(12)

Here
2 2 2 2

2
e e i i

m

S S 



 

 
 

Integration of Eq. (12) with reflecting boundary conditions results

/Vp V e   (13)

Here, 2
2 1

A



 
  

 
and

2

2B



 . When V is very large as compared to  i.e.

0
V




then

Eq. (13) takes the form becomes

p KV  (14)

Here K is a constant value.

4. Infomation Processing in GLIF Model
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In order to investigate the information processing mechanism in the GLIF model with proposed
stochastic conductance, an extensive simulation based study is performed. We apply Monte-Carlo numerical
simulation technique to investigate associated stochastic differential equation in the proposed GLIF model.

There are a number of numerical simulation methods are proposed in literature, we apply Euler-

Maruyama (EM) scheme in the simulation study [15]. Following EM scheme, the time duration T for

membrane potential evolution is divided into n equally spaced sub-intervals 1[0, ]t , 1 2[ , ]t t ,…, 1[ , ]n nt t ,

each sub-interval has size /h T n which is also known as step size. According to Eq. (7), let iV be the

membrane potential at time it t then the membrane potential at successive time 1it t  becomes

 1

( ) ( )e e e e e i
i e ei i ii

m m

S V V S V V
V Vi AV B h dW dW

 
 

 

    
       

   
(15)

for 1,2,...,i n , with initial values 0 0V  , 0 0X  and 0 0Y  . ei and ii are independent

identically distributed standard Gaussian variates.

Fig. 1: Spiking Pattern in GLIF Model

Fig. 2 : Spiking Pattern in GLIF Model

Neuron encodes information in two ways, namely, rate encoding scheme and temporal encoding
scheme [19, 22, 23]. We apply temporal encoding scheme to investigate information processing mechanism
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in the GLIF model. Neuron uses time interval between two consecutive spikes to encode information in rate
encoding scheme. The probability distribution of this time intervals is known as inter-spike-interval (ISI)
distribution. In order investigation information processing mechanism in GLIF model, spiking pattern of the
propose model, for different combination of parameters, is investigated. For similar combination of
parameter values, ISI distribution of the model is also studied. Combination of parameter values is given in
Table 1. Spiking pattern for the GLIF model is shown in Fig 1. to Fig 5 whereas Fig 6 to Fig 10 illustrates

ISI distribution for the GLIF model with parameter combinations given in Table 1. We use , 0V , thresholdV ,

resetV , 0
EV and 0

IV as a constant  throughout the simulation study. Their values are 1, -80, -15, -80, -15 and

-75, respectively. We varied rest of six parameter values as given in the following Table1.

Fig. 3: Spiking Pattern in GLIF Model

Fig. 4: Spiking Pattern in GLIF Model
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Table 1: Combination of parameter values

Fig. No.
EG IG ES IS E I

1, 6 0.5 0.7 1 -1.3 0.1 0.3

2, 7 0.5 0.7 1 -1.1 0.1 0.4

3, 8 0.5 0.7 1.1 -1.5 0.1 0.1

4, 9 0.5 0.7 1.1 -1.5 0.3 0.3

5, 10 0.3 0.5 1.1 -1.1 0.3 0.3

Fig. 5: Spiking Pattern in GLIF  Model

Fig. 6: Inter-Spike-Interval distribution for GLIF Model
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Fig. 7: Inter-Spike-Interval distribution for GLIF Model

Fig 1 to Fig 3 represent bursting nature in spiking pattern. This pattern is occurring due to small value
of inhibitory input. When the value of inhibitory input (arrival rate and noise) is smaller, GLIF neuron
achieves threshold value in quicker time as shown in Fig 1 and Fig 2. Further increment in inhibitory input as
compared with excitatory input, the GLIF neuron exhibits noisy behavior in spiking pattern as shown in Fig
3. Here, inhibitory input moves neuron to opposite direction from firing threshold thus results into more
random behavior in spiking pattern. Fig 4 and Fig 5 contains less spikes due to the further increase in
inhibitory input than excitatory. Thus, it is noticed that inhibitory input (electro-chemicals) contributes to net
membrane potential so that it move away from firing threshold. Fig 6 to Fig 10 represents ISI distribution for
spiking activities of the GLIF neuron as shown in Fig 1 to Fig 5. Spiking patterns in Fig 1 to Fig 5 are shown
only for initial 2000 msec time period whereas ISI distribution is obtained for 10000000 msec time duration.
It is well illustrated in Fig 6 to Fig 9 that increase in inhibitory input leads GLIF neuron not to spike where as
excitatory input enforces membrane potential to threshold value. This behavior of excitatory and inhibitory
electro-chemicals increases the firing time of GLIF neuron so that the variance in ISI distribution increases.
Fig 10 exhibits a situation when arrivals of excitatory and inhibitory inputs are approximately similar so that
spiking rate of GLIF model reduces which decreases the spiking activity and increases the inter-spike-
interval time duration. Fig 11 represents the ISI distribution on (shown in Fig 10) on Log-log scale. A
straight line with slope 1.7102 is fitted on the scattered ISI distribution. Increase in the variance of the ISI
time is due to the reason that electro-chemicals, working as a memory element, exhibits time dependent
behavior.

Fig. 8: Inter-Spike-Interval distribution for GLIF Model
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Fig. 9: Inter-Spike-Interval distribution for GLIF Model

Fig. 10: Inter-Spike-Interval distribution for GLIF Model

Fig. 11: Inter-Spike-Interval distribution on Log-log Scale for GLIF Model
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5. Discussion
The power law is one of the prominent features for many-body problems [18]. A random variable

having power-law behavior, can exhibit it in entire domain space or in a sub-domain space; which can be
defined by the following generalized form [18]

1

2

( ); ( , )

( ) ; [ , ]

( ); ( , )

x x a

p x x x a b

x x b










 
 
  

(16)

Here, a random variable A with an attribute x has probability distribution function ( )p x . It has

three sub-domains ( , )a , [ , ]a b and ( , )b  . 1( )x and 2 ( )x are two different functions in two

different sub-domains ( , )a and ( , )b  . x   is a third function in sub-domain[ , ]a b with power-law

behavior which has  as a normalization constant and ( 0)  as a constant exponent. In this way attribute

x for random variable A have three different behaviors in their three respective sub-domains as defined in
Eq. (16). It is a challenging task to compute parameter values like ( , , )a b  for a probability distribution. In

order to obtain the value of constant exponent  as defined in Eq. (16), maximum likelihood technique
provides a way to examine the power-law behavior which maximizes logarithm of probability distribution.
The power law behavior can also be examined on Log-log scale scattered distribution [18].  A straight line
can be fitted in sub-domain having power law behavior on scattered distributions. This line fitting also helps
to examine system’s attribute evolution dynamics [8, 18]. A positive slope value of fitted straight line
suggests linear increase in attribute whereas negative slope depicts the linear decrease. An attribute which
has constant behavior in time domain, will have a slope value 0 for fitted straight line.

GLIF neuron has a kind of gamma distribution for membrane potential in its stationary state with
reflecting boundary conditions as shown in Eq. (13). When the membrane resistance is very small as
compared to the membrane potential, ISI distribution as shown in Eq. (13), reduces to exhibit the power-law
behavior, which is noticed in Eq. (14). Occurrence of the power-law behavior for stationary state membrane
potential suggest the long-range dependency for electro-chemicals moving to-and-fro from the synapses.

6. Conclusion and Future Scope
We investigate the GLIF model with stochastic synaptic conductance. Noise generated via multiple

kinds of electro-chemicals, molecules and ions is captured via well established Winner process.
Incorporation of Wiener process into the GLIF model, turn it into a system with colored noise where noise
generates huge fluctuations as it becomes multiple of current value of the state variable [16, 23]. It also
provides an essential parameter for long-range dependency of the membrane potential on the information.
This long range dependency behavior in information processing occurs due to the memory elements such as
electro chemicals. These elements contribute to membrane potential for large time interval results the power-
law behavior in stationary state membrane potential distribution and ISI distribution of the GLIF model with
stochastic synaptic conductance.

We have investigated membrane potential distribution in stationary state and temporal coding
technique of information processing of the neuron. It will be interesting to investigate multiple other neuro-
dynamical features of the proposed GLIF model with or without DDF.
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Abstract
ensitive information such as credit card information, username, password
and social security number etc, can be stolen using a fake page that imitates
trusted website is called phishing. The attacker designs a similar webpage

either by copying or making small manipulation to the legitimate page so that the
online user cannot distinguish the legitimate and fake websites. A Deep Neural
Network (DNN) was introduced to detect the phishing Uniform Resource Locator
(URL). Initially, a 30-dimension feature vector was constructed based on URL-
based features, Hypertext Markup Language (HTML)-based features and domain-
based features. These features were processed in DNN to detect the phishing
URL. However, the irrelevant, redundant and noisy features in the dataset
increase the complexity of DNN classifier. So the feature selection is required for
efficient phishing attack detection. But feature selection is a time-consuming
process since it is an independent process. So in this paper, a feature vector is
generated by DNN itself using Stacked Denoise Auto Encoder (SDAE).
Moreover, the noisy data such as missing features affect the efficiency of
phishing detection so the SDAE is trained to reconstruct a clean input feature vector. The initial input feature
vector is corrupted by setting some feature vectors as zero. Then, the corrupted feature vector is then plotted
with basic auto encoder, to a hidden representation from that the input feature vector is reconstructed. The
reconstructed features are given as input to DNN which selects the most relevant features and predicts the
phishing URL. Hence the sparse feature representation of SDAE increases the classification accuracy of
DNN. The experiments are conducted in Ham, Phishing Corpus and Phishload datasets to prove the
effectiveness of DNN-SDAE.
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1. Introduction
Phishing [1] is a treacherous attempt wherein the main intention of the attacker is to capture a victim’s

sensitive information. Generally a classic phishing attack is performed based on using a proxy or man-in-the-
middle attacks or making use of browser weakness. However, the most general method is creating a web
page which is more similar to the one which is familiar to the user. Hence, phishing still causes an important
security threat and a large number of internet users faces this problem. Such attacks are also causing trouble
for companies that provide online services.

Various techniques such as Support Vector Machine (SVM), Logistic Regression (LR), Naïve Bayes
and Artificial Neural Network (ANN) [2] were utilized for phishing attack detection. Good quality of
training data is obtained by using deep learning technique. So, a Deep Neural Network (DNN) [3] was
introduced for phishing attack detection. Initially, a feature extractor was used to extract 30-dimension
feature vector from the URLs. Then, the extracted features were processed in DNN to classify the URL as a
phishing URL or legitimate URL. The dataset may consist of redundant, irrelevant and noisy features. By
using such features in DNN, the classification accuracy of DNN is affected.

So in this paper, DNN with Stacked Denoise Auto Encoder (SDAE) [4, 5] is proposed to remove the
irrelevant, redundant and noisy data (missing features) for phishing URL detection. The feature selection
process can remove irrelevant, redundant and noisy (missing features) features by selecting the most
important features. But feature selection is a time-consuming process since it is an independent process. So,
the feature vector is generated by DNN through SDAE. SDAE reconstructs the features from the corrupted
version of the features by using a stochastic mapping. The reconstructed features are fed into the DNN to
choose the most relevant features and detect the phishing URLs. The SDAE constructs high-level features
which increase the classification accuracy of DNN.

2. Literature Survey
Hybrid feature selection method [6] was proposed for phishing email detection. This method was

based on the grouping of behavior-based and content-based phishing detection approaches. Based on the
email header, this method mined the behavior of the attacker. By analyzing the attacker behavior, it came to
know that phishing email which had tended to generated from more than one domain. It indicated abnormal
activity. However, this model concentrated only on email headers.

A novel approach was proposed [7] to detect and prevent from phishing URL. It combined Webpage
similarity and URL-based based detection methods. URL-based phishing detection involved the extraction of
actual URL and the result generated by the approach proceeded to the next phase. The approach proceeded to
the visual similarity-based detection when the URL-based detection doesn’t detect phishing. The webpage
similarity-based detection used a threshold value for phishing attack detection. However, the efficiency of
this approach depends on the threshold value.

A dynamic evolving neural network [8] model was proposed based on reinforcement learning for the
detection of an online phishing email. It detected phishing emails by combined reinforcement learning and
neural network as a single framework. It could adjust itself to produce email detection system. The dynamic
model accepted the concept of reinforcement learning which dynamically enhanced the performance of the
dynamic model. By including additional dataset to the offline dataset, the richness of this model could be
increased.

An ensemble model [9] was proposed for detection of phishing attacks with Remove-Replace Feature
Selection Technique (RRFST). It reduced the number of features by randomly selecting a feature and
removing that feature when the attack detection accuracy was unchanged. On other hand, features were
replaced to its original feature space when attack detection accuracy was increased. The selected features
were used in Random Forest (RF), C4.5 and Classification and Regression Tree (CART). Even though the
ensemble method had high detection accuracy, it consumed more space to store trees.

An efficient phishing website detection model [10] was proposed based on improved Back
Propagation (BP) Neural Network (BPNN) and dual feature evaluation. A grey wolf algorithm was
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introduced to fine tune the BPNN and dual feature to sensibly choose starting parameters. After that, a dual
feature evaluation mechanism was utilized to estimate the results of improved BPNN. The phishing website
recognition accuracy was improved by using the dual feature evaluation mechanism. By using more features,
the accuracy of this model could be increased.

A fuzzy rough set feature selection method [11] was introduced to enhance phishing attack detection.
Fuzzy Rough Set theory was used to select the most discriminative features in the dataset. The selected
features were fed into RF, multipreceptron and Sequential Minimal Optimization (SMO) classifiers to find
the phishing websites. However, the accuracy of this method is low.

Hybrid Ensemble Feature Selection (HEFS) method [12] was proposed for phishing detection.
Initially, primary feature subsets were generated by using a Cumulative Distribution Function gradient
(CDF-g) algorithm and those features were acted as input to the data perturbation ensemble method. It
produced secondary feature subsets. Then, a group of features primary and secondary features were obtained
by employing a function perturbation ensemble method. These features were processed by Random Forest
(RF) to distinguish the phishing and legitimate websites. However, the complexity of RF is high due to the
creation of more number of trees.

A Case-Based Reasoning Phishing Detection System (CBR-PDS) [13] was introduced to detect the
phishing websites. It primarily based on the CBR which act as an important part of phishing detection
system. This system was highly flexible and active as it can easily detected latest phishing attacks. The CBR
classifier classified websites with a relatively small dataset but other classifiers required to be trained in
advance before classifying the websites. Initially CBR-PDS process checks OPT of current URL and checks
whether the OPT was exist or not. If the OPT was present, the proposed CBR-PDS flag it as phishing
website otherwise extracted features of that URL and it was formulated a new case to be tested. Then it starts
CBR process which retrieves the most similar cases. However, it was failed to implement in integrated web-
based CBR-PDS system.

3. Proposed Methodology

Fig.1: Workflow of Proposed Methodology
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Feature extractor

Stacked Denoising
Auto Encoder

Features

DNN-softmax

Reconstructed
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Here, the proposed Deep Neural Network with Stacked Denoising Auto Encoder (DNN-SDAE) for
phishing attack detection is described in detail. Initially, a feature extractor [3] obtains URLs as an input and
returns a vector that consists of thirty features. Then, the extracted features are reconstructed by SDAE to
obtain high-level features for phishing detection. The reconstructed features are used in DNN which selects
most significant features and predict the phishing URL. Fig. 1 shows the work flow of the proposed
methodology.

3.1. Reconstruction of features using Stacked Denoise Auto Encoder
Stacked Denoising Auto Encoder (SDAE) gets the extracted features as input. SDAE has three layers

are input layer, hidden layer and output layer. The hidden layer and output layer of SDAE is called as
encoder layer and decoder layer respectively. SDAE consists of two encoding and two decoding layers.
Initially, SDAE generates a vector by assigning some feature vectors as 0. Then, the SDAE uses as input
feature vector. The number of units in the input layer is equal to the dimension of and the dimension of is
denoted as . In the encoding layer, the result of the first encoding layer acts as input to the second encoding
layer. Suppose, there are hidden layers in the encoding part, there is the activation function of the th
encoding layer is, ( ) = ( ) ( ) + ( ) , = 0,1, … , − 1 (1)

In (1), the input is the original data , ( ) is the input-to-hidden weights of the + 1 th
encoding layer, ( ) denotes the bias of the + 1th encoding layer and () is the activation function of
the hidden layer. () is formulated as,( ) ( ) + ( ) = 0, ( ) ( ) + ( ) (2)

If ( ) ( ) + ( ) < 0, the output of the hidden layer will be zero. Hence it generates a sparse
feature representation which may have better partition ability. The result of the last encoding layer is the
high-level features extorted by SDAE. In the decoding part, the result of first decoding layer acts as input to
the second decoding layer. The decoding function of the th decode layer is given as follows:( ) = ( ) ( ) + ( + 1) , = 0,1, … − 1 (3)

In (3), the input of the first decoding layer is represented as ( ) and the output of the last encoding
layer is represented as ( ). Here, softplus function is used as decoding function () which is given as
follows, ( ) = log(1 + ) , ∈ [0,1], ℎ (4)

In (4), = ( ) ( ) + ( + 1). The output ( ) of the last decoding layer is the reconstruction
of the original input feature . The objective function (reconstruction error) is given as follows,

=
⎩⎪⎨
⎪⎧−1 ( ) log ( ) + 1 − ( ) 1 − ( ) + 2‖ ‖ , ∈ [0,1]

1 ( ) − ( ) 2 ‖ ‖ , ℎ (5)
The process of SDAE while training is given as follows,

1. Get the features from the feature extractor

2. Train the initial encoding and the final decoding layer.

3. Get the ( ), ( )and the features ( ) which are the output of the initial encoding layer.

4. Exploit ( )as the input data of the ( + 1)th encoding layer.
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5. Train the ( + 1)th denoise auto encoder and get ( ) and ( ) and the features ( ).
The SDAE is trained independently and the features, weight and bias values in the last decoding layer

acted as the inputs of the DNN.

3.2. Deep Neural Network with Softmax
DNN with softmax is used to minimize the objective function . Given an input training set with

features ( ) which are selected by DNN and the feature’s label set ( ) , where ( ) is either -1 or 1,
-1 represents the legitimate URL and 1 represents the phishing URL. Softmax estimates the probability of
each feature vector belonging to each class (legitimate or phishing URL). The probability is given by,

( ) = 2| ( ); = ( ) ( ) ( )( ) (6)
In (6), is the parameter of softmax parameter, ( ) ( ) ( )( ) normalizes the distribution so

that the summation of the probability is one. The objective function of softmax is given as follows:

( ) = − 1 1 ( ) = log ( )∑ ( ) + ( ) (7)
In (7), ℎ = 1,2, 1{. } is the indicator function which returns 1 if the condition is true. Otherwise, it

returns 0. By minimizing the objective function, legitimate URLs are detected effectively. The softmax is
used to generate the classes of the features. The DNN together with SDAE and softmax is achieved an
improved classification result.

4. Result and Discussion
The efficiency of DNN and DNN-SDAE is evaluated in this section based on accuracy, precision,

recall and f-measure performance metrics. The DNN and DNN-SDAE based phishing detection in
MATLAB 2018a by using Ham, Phishing Corpus and Phishload datasets. The Ham dataset is utilized for a
baseline evaluation which consists of 4,150 legitimate e-mail communication and 1897 spam-based e-mails.
The Phishing Corpus is utilized for its complication of phishing e-mail communication which consists of
4,559 phishing e-mail messages. The Phishload dataset is utilized for its raw web-based coding structures
that consist of 1,185 legitimate and 3,718 phishing URLs.

4.1. Accuracy
Accuracy is the fraction of the total number of correct phishing URL detections to the actual dataset

size. It measures the overall rate of correctly detected legitimate and phishing URLs.

= (8)

In (8), True Positive is the percentage of phishing URLs in the training dataset that is properly
differentiated as phishing URLs

True Negative is the percentage of legitimate URLs in the training dataset that is properly
differentiated as legitimate URLs

False Positive is the percentage of legitimate URLs that is improperly differentiated as phishing URLs

False Negative is the percentage of phishing URLs that is improperly differentiated as legitimate
URLs.
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Table 1 shows the comparison between DNN and DNN-SDAE in terms of accuracy for different
datasets.

Table 1: Comparison of Accuracy

Datasets DNN DNN-SDAE

Ham 0.9 0.92

Phishing
Corpus

0.92 0.94

Phishload 0.89 0.914

Fig.2: Comparison of Accuracy

Fig. 2 shows the comparison of accuracy between DNN and DNN-SDAE based phishing URL
detection for Ham, Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the
accuracy is taken in Y-axis. For Ham dataset, the accuracy of DNN-SDAE based phishing URL detection is
2.22% greater than DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the accuracy
of DNN-SDAE based phishing URL detection is 2.17% greater than DNN based phishing URL detection.
The accuracy of DNN-SDAE based phishing URL detection is 2.7% greater than DNN based phishing URL
detection for Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE based
phishing URL detection has high accuracy than DNN based phishing URL detection.

4.2. Precision
Precision measures the exactness of the classifier, i.e., what percentage of URLs that the classifier

labeled as phishing URLs and it is given by,

= (9)
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Table 2 shows the comparison between DNN and DNN-SDAE in terms of precision for different
datasets.

Table 2: Comparison of Precision

Datasets DNN DNN-SDAE

Ham 0.88 0.91

Phishing Corpus 0.89 0.916

Phishload 0.87 0.90

Fig.3: Comparison of Precision

Fig. 3 shows the comparison of precision between DNN and DNN-SDAE based phishing URL
detection for Ham, Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the
precision is taken in Y-axis. For Ham dataset, the precision of DNN-SDAE based phishing URL detection is
3.41% greater than DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the
precision of DNN-SDAE based phishing URL detection is 2.92% greater than DNN based phishing URL
detection. The precision of DNN-SDAE based phishing URL detection is 3.45% greater than DNN based
phishing URL detection for Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE
based phishing URL detection has high precision than DNN based phishing URL detection.

4.3. Recall
Recall measures the completeness of the classifier results, i.e., what percentage of phishing URLs did

the classifier label as phishing, and is given by,

= (10)

Table 3 shows the comparison between DNN and DNN-SDAE in terms of recall for different datasets.
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Table 3: Comparison of Recall

Datasets DNN DNN-SDAE

Ham 0.87 0.9

Phishing Corpus 0.88 0.915

Phishload 0.88 0.92

Fig.4: Comparison of Recall

Fig. 4 shows the comparison of recall between DNN and DNN-SDAE based phishing URL detection
for Ham, Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the recall is taken in
Y-axis. For Ham dataset, the recall of DNN-SDAE based phishing URL detection is 3.45% greater than
DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the recall of DNN-SDAE based
phishing URL detection is 3.98% greater than DNN based phishing URL detection. The recall of DNN-
SDAE based phishing URL detection is 4.55% greater than DNN based phishing URL detection for
Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE based phishing URL
detection has high recall than DNN based phishing URL detection.

4.4. F-measure
F-measure is computed as the mean of precision and recall. It is calculated as,

− = 2 × ×
(11)

Table 4 shows the comparison between DNN and DNN-SDAE in terms of f-measure for different
datasets.
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Table 4: Comparison of F-measure

Datasets DNN DNN-SDAE

Ham 0.87 0.905

Phishing Corpus 0.885 0.915

Phishload 0.878 0.904

Fig.5: Comparison of F-measure

Fig. 5 shows f-measure value of DNN and DNN-SDAE based phishing URL detection for Ham,
Phishing Corpus and Phishload datasets. The datasets are taken in X-axis and the f-measure is taken in Y-
axis. For Ham dataset, the f-measure of DNN-SDAE based phishing URL detection is 4.02% greater than
DNN based phishing URL detection. Similarly, for Phishing Corpus dataset, the f-measure of DNN-SDAE
based phishing URL detection is 3.39% greater than DNN based phishing URL detection. The f-measure of
DNN-SDAE based phishing URL detection is 2.96% greater than DNN based phishing URL detection for
Phishload dataset. From this analysis, it is proved that the proposed DNN-SDAE based phishing URL
detection has high f-measure than DNN based phishing URL detection.

5. Conclusion
In this paper, DNN with SDAE is introduced for efficient phishing URL detection. A feature extractor

extracts URL-based features, web-based features and domain-based features. The extracted features are
reconstructed by SDAE which returns high-level features. These features are acted as input to DNN which
selects the most important features and classifies the URLs as legitimate or phishing URLs by using softmax
classifier. The SDAE returns sparse features which increase the classification accuracy of DNN. The
experimental results prove that the proposed DNN-SDAE has high accuracy, precision, recall and f-measure
for Ham, Phishing Corpus and Phishload datasets.
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